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Summation formulas and integer points under shifted generalized
hyperbolae

Leonardo Colzani and Giacomo Gigante

ABSTRACT

A hyperbolic domain is a domain below a convex function in the first quadrant of the plane.
We prove an analog of a classical formula of Voronoi for the number of integer points in shifted
hyperbolic domains.

1. Introduction

The problem of counting the average number of representations of a number as a sum of two
squares leads to estimate the number of integer points inside a circle, the Gauss circle problem.
If r(n) = #{(z,y) € Z* : 2® + y?> =n} and if R(N) =}, _y r(n), then

RN FROVE) VNS T(\/%)Jl(%rm).

n=1

Here J1(z) is a Bessel function of first kind. The term 7N is the area of the circle of radius
VN and it is much larger than the Fourier Bessel series as N ~» +oo. This series can be
considered as a remainder and a simple geometric argument shows that it is smaller than the
perimeter 27v/N, but the conjecture is that it is dominated by CN/4*< for every ¢ > 0.

Similarly, counting the average number of divisors of a number leads to estimate the
number of integer points under a hyperbola, the Dirichlet divisor problem. If d(n) =

#{(z,y) € Z2 : xzy =n} and if D(N) =Y, _y d(n), then
D(N-)+ D(N+)
2

Nlog(N)+ (2y—1)N +1/4 — \/ij Ci(/%) (Y1(4W\/W) + iKl(am\/W)) .

Again, Y1(z) is a Bessel function of second kind and K;(z) a Bessel function of imaginary
argument. The term N log (N) + (2 — 1) N is much larger than the Fourier Bessel series and a
simple geometric argument shows that this remainder is smaller than C'v/N, but the conjecture
is that it is dominated by CN/4t¢ for every € > 0.

Finally, counting the numbers which are power of two primes p and ¢ leads to estimate the
number of integer points in {p*q¢?¥ < N}, and by taking logarithms one recognizes a triangle.

The above formulas for circles and hyperbolae were stated by Voronoi in [17], [18] and
proved by Hardy in [5], and the triangles were considered by Ramanujan, see [6, Chapter V].
More generally, Voronoi conjectured the existence of summation formulas also for weighted
sums of arithmetic functions. In particular, if ¢ (¢) is a smooth function and 0 < @ < b are not
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integers, then

S g i j 2) Jo(2myiR)d

a<n<b

a<n<b
b

b o
J g (2) (log (2) + 27v) dz + Z d(n)J 9 (2) (4Ko(4my/nz) — 27Yo(47y/nz))) dz

a n=1 a

If g (t) is piecewise smooth with a discontinuity at an integer point, or if @ or b are integers,
then one has to consider a mean value of g ().

A formula for the number of integer points in a shifted disc is proved in [8], and a formula for
the number of integer points in a shifted hyperbola is stated without proof in [12]. A general
reference to these problems is [9], and a shorter self contained introduction, somehow related
to what follows, is [15, Chapter 8]. Our goal is to generalize these formulas. The starting point
is an observation by Kendall: If  is a bounded domain in R¢, the number of integer points in
a translated Q — ¢ is a Z¢ periodic function of the translation ¢ with Fourier expansion

Z xa-+(k) = Z J Z Xa-s(k)exp(—2mij - s)ds | exp(2mij - t)

kezd JEZD kezZd
= Z (J xa(s) exp(—2mij - s)ds) exp(2mij - t)
jeza MR

= Q|+ Z Xa(j)exp(2mij - t).
JEZI—{0}

Here || is the measure of the domain, G = [pa G(s) exp(—2mi¢ - s)ds is the Fourier
transform in R?, and the above formula is nothmg but the Poisson summation formula

Z (k+t) = Z G ) exp (27ijt) .

kezad jE€Z4

It follows from Parseval’s equality that the mean value of the number of integer points in  — ¢
is the measure of the domain |2, and the variance is
2

Lr ZXQt — Q| dt = Z Ra()I?

kezd j€Zi—-{0}

In particular, the Fourier transform of a ball is a Bessel function,

J exp(—2mi€ - x)dx = RY?[€]”Y? Jy)5 (2R [€))
{z€RY,|z|<R}

~ RV e T2 o5 (27 R (€| — (d+ 1) w/4) .

Hence, disregarding any problems of convergence, one formally obtains the above mentioned
formula for the number of integer points in a disc. This also implies that the standard deviation
in the estimate of lattice points in a ball of radius R is of the order of R(?~1)/2, The motivation
of our work is to adapt the above Fourier approach from bounded to unbounded domains. The
problem with this approach is that it seems to lose sense with domains of infinite measure,
since in this case some non zero frequencies can be infinite. But also with bounded domains,
some non zero frequencies can give large contributions to the Fourier expansions. A possible
way to overcome this problem is the following. If G (z,y) is integrable in R? and G(&,7) is its
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Fourier transform then, by the two dimensional Poisson summation formula,

ZZG m+a,n+ )

(m,n)ez?

=-G(0,0)+ Z G (m, 0) exp (2mima) + Z G (0,n) exp (2minS3)
meEZ nez

+ D2 G(m,n)exp(2mi(ma+np)).

(m,n)EZ?, mn#0

Define
=] e n@=]| ceman kw =] caui

Then, by Fubini’s theorem, h (x) and k (y) are integrable in R and, by the one dimensional
Poisson summation formula,

ZGmO)exp 2mimar) Zh m+a) =¢(a),

meEZ meZ

ZGOnexp 2minf) = Zkz m+a)=v(8).

nez nez
Hence,
YN Gmtan+p)=r+te@+dB)+ D). G(m,n)exp(2mi(ma+np)).
(m,n)€Z? (m,n)€EZ?, mn#0

The main point in what follows is that this last formula may make sense even when G (x,y)
is not integrable and some of the Fourier coefficients G (m,0) and G (0,n) are infinite. Indeed,
our main result is a generalization of the formula of Voronoi:

Let f (x) be a non negative decreasing convex function in {0 < x < 400} vanishing at infinity,
and let g (t) be a function with bounded variation in {—oco < t < 400} and compact support.
Finally, if 0 < t,z,y < 400 let t = 7 (x,y) be the solution to the equation y/t = f (z/t), and
let

_f gt (z,y) fO0<z,y<Hoo,
G (2,y) = { 0 otherwise.

Then, there exist a constant AG and two periodic functions ®G («) and VG (), such that

Y > G(m+a,n+ ) —AG —2G (a) — TG (B)

(m,n)€z?
“+oo
< J (4-+3tf (/1) +3t71 (1/8)) |dg (1)
0
Moreover, G (¢,n) is a continuous function in {0 < ||, |n| < +oo}, and
Y > G(m+a,n+p) - AG - G (a) - VG (B)
(m,n)€z?

= ZZ G (m,n)exp (2mi (ma +np)).
(m,n)EZ?, mn#£0
In the above formula, dg (¢) denotes the signed measure associated to a function with bounded
variation g (¢), and |dg (t)| denotes the total variation of this measure. The above Fourier series
converges in L2 ('JIQ) and, under some mild extra assumptions, its square norm is dominated
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by

ZZ ‘a(m,n)

(m,n)€Z?, mn#0

gc(J:m Tt |dg (¢ )w U D+ () ).

Moreover, the Fourier series is also pointwise spherically convergent at every point where the
expanded function is smooth,

1. oy .
plm Z Z G (m,n)exp (2mi (ma + np))
(m,n)€Z?, mn#0, vVm2+n2<R
=) Y Gm+an+pB)—AG -G (a) - VG (B).
(m,n)€z?

In particular, if ¢ (t) = X(0.vN) (t), then G (x,y) is the characteristic function of a domain
dilated by a factor v/N and —dg (¢) in {0 < ¢ < 400} is a unit mass concentrated at v/N. Hence
the above square norm is dominated by CN'/4 as N ~» 400, and this supports the conjectures
in the circle and divisor problems. More generally, if g (t) = h (t/ \/]VS is the dilation of a

function by a factor /N > 1, then

Jm VI+t|dg(t) < NY4 rm V14t|dh(t)].

0 0

Hence the norm grows at most as CN'/4, and indeed this growth can be attained. In specific
examples, AG, ®G (a), YG (B), and G({, 1), can be expressed in terms of known special
functions. The Fourier transform of the hyperbola {0 < y < N/x} is a Bessel function, the
functions ®G («) and ¥G (B) are logarithmic derivatives of the Gamma function, and AG is a
logarithm. If {O <y < N1/2+5/2m_6} with § # 1 is a generalized hyperbola, then the Hurwitz
Zeta function appears. The last example revisits the problem of counting integer points in a

right angled triangle {x, y>0, wr+wy< \/N}, and here the Diophantine properties of the
slope w/w’ enter to play.

2. FEuler McLaurin and Poisson summation formulas

The following is a mix between the Euler McLaurin and the Poisson summation formulas,
and it is presented in order to introduce in a simple case the results in the next sections.

DEFINITION.  Let o (t) be the saw tooth function, o (t) =t — [t] — 1/2. If G (z,y) is a locally
integrable function with support in the quadrant {0 < z,y < 400}, let

+oo rtoo 1
AG = J J G (z,y) dedy — J J G (z,y) dzdy.

1 N 0Jo
Also, let ®G (o) and VG () be the Z periodic functions defined when 0 < « < 1and0 < <1
by

DG () :J

0

+oo +oo

Gy (2= cumd+| ow-a (] cwna) .
0
o

—+o0 —+o0o

¥G (3) - |

G+ (1/2-) j 1

G(a:,l)dx+J+ooa(y—ﬁ) (rmc(x,y)dz) dy.
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Finally, let ¥G (v, B) be the Z? periodic function defined by
DG (0, 8) = > G(m+a,n+p)—AG -G (a) — VG (B).

(m,n)€z?

For the functions G (z,y) considered in what follows, AG, ®G («), UG (8), and XG («, 8),
will be always well defined and finite.

THEOREM 2.1. If G (z,y) is an integrable function, with integrable first derivatives, and
with support in the quadrant {0 < z,y < 400}, then ¥.G («, ) is a periodic locally integrable
function, with Fourier expansion

YG (o, 8) = Z Z G (m,n) exp (2 (ma + nf)).

(m,n)€EZ2, mn#0

Proof. By the two dimensional Poisson summation formula, if G (x,y) is integrable then
> Z(m,n)GZz G (m+ a,n+ B) is a periodic locally integrable function with Fourier expansion

ZZG(m—i—a,n—i—B) = ZZé(mm)eXpQM(ma—i—nﬁ))
(m,n)ez? (m,n)€z?
=—G(0,0) + Z G (m,0) exp (2mima) + Z G (0,n) exp (2min3)
meZ neL

+ Z Z G (m,n) exp (27 (ma + nB)) .

(m,n)E€Z?, mn#0

The Fourier coefficient at the origin is

R +oo ptoo
G (0,0) = J J' G (z,y) dxdy.
o Jo

By the one dimensional Poisson summation formula, G (m,0) exp (2mima) is the Fourier

expansion of a locally integrable function,

mEZ

+oo +oo

Z G (m,0) exp (2mima) = Z J G (m+ o, y) dy.

meZ m=0"0

If OG (z,y) /Ox is integrable, the Euler McLaurin summation formula and an integration by
parts give

R +00 oo
Z G (m,0) exp (2mima) = Z J G(m+a,y)dy
mez m=0"0

—+o0

a(x)a% (rooc(xm,y)dy) do

J+OOG(x,y)dy> dx+1J+ooG(a,y)dy+J .
J+m G (z,y) dy) dx + E JJFOO G (a,y)dy

+o0o
_J'a (0 20 0
—+o0
_Joz (O 20

+J:a(x_a)88x (J+OOG(x,y)dy> dx—i—Jjooa(x—oz);(

(et

+L+OOG(a,y)dy+(1/2—G)J;OOG(l’y)dy+J:wg(x_a)381’(

J';roo G (z,y) dy) dx
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Similarly, if G (z,y) /Oy is integrable,

+00 too

Zé((},n) exp (2minB) = ZJ G (z,n+ 8)dx

nez n=0"0

_ Lm <J+OO G (2,y) dx) dy

+L+°°G(Ivﬂ)dz+(1/2g)J:OOG(:c,Ol)dxwLJ

—+oo

o) 5 (Jm G (w1 dz ) dy.

1 0

Finally, the sum with appropriate signum of the double integrals gives

S N TER T (Em G o) dy ) da+ [ (jm G (s ds ) dy

o Jo 1 0
400 ptoo 1 p1
= J J G (z,y)dyde — J J G (z,y) dydx.

1 1 0JO

3. Voronoi summation formula

The assumptions in Theorem 2.1 can be relaxed. In particular, the main point in what
follows is to prove an analog of the summation formula in the above theorem with G (z,y) non
necessarily integrable and some of the Fourier coefficients G (m,0) and G (0,n) infinite. The
idea is simple; if a function is a suitable limit of functions to which the theorem applies, then
the theorem applies also to this limit function. The following lemmas state that the Fourier
transform of a hyperbolic domain is a continuous function away from the axes, and in particular
G (m,n) is well defined when mn # 0. In what follows, f (z) will be a non negative decreasing
convex function in {0 < < 400} vanishing at infinity. One such function is invertible from
its support onto its image and, with a small abuse of notation, f~!(y) =0 for all positive
y outside the image of f (). In other words, f~! (y) can be defined in {0 <y < +oc} by
{0 < x < 400, f(x)> y}|. In particular, this inverse function is defined even when f () is
bounded or when it has compact support.

LEMMA 3.1. Let f(x) be a non negative decreasing convex function in {0 < z < +o0}
vanishing at infinity, and let €} be the hyperbolic region between the axes x = 0 and y = 0 and
the curve y = f (),

Q={(z,y): 0<z, 0<y< f(x)}.

Moreover, let € (¢) be the truncated hyperbolic domain

Q) ={(z,y): e<mz, e<y< f()}.



INTEGER POINTS UNDER SHIFTED HYPERBOLAE Page 7 of 30

Then Xq (£,1) = limewo4 {Xa() (§,1)}, the Fourier transform of the characteristic function of
) in the sense of tempered distributions, is a continuous function in {&n # 0}. Moreover,

9

L4 c for every € # 0 and n # 0,
e
ﬁ + LBl = + e I W dy i FQ/JE) <e
|5<\Q (5’77) - X\Q(E) (f,n)‘ S WT§| (177/||77|) + I;—1(1/\m) f (LU) dx iff71 (1/[nl) <e,
f/1€]) - FH @/ |nl)
e et Y dy+ L w o an £ @) de
if f(1/1¢]) <eand f~1 (1/In]) <e

In particular, if y is the solution to the equation f (z) = x, then Q (v) is empty and

~ vy v
Xa (&) < —= + —.
IXa (&0l < g+ Ty

Proof.  Assume that € < f (), the other case is similar. Observe that

_ G =a)l a1/ Y

b
J exp (—2miyz) dz| =
[l

a

If 0 <0 <e then Q(e) CQ(
d

d) and, decomposing () into Q () and the “asymptotes”
{d<z<e z<y<f(z)} an

{(5 <y<e y<ax<fl (y)}7 one obtains

o) (§,m) — Xace) (€;n)

f(l)
( exp (—2miny) dy) exp (—2mifx) dz

“Hy)
J (J ’ exp (—2mix) dx) exp (—2miny) dy

_J exp (—2minf (x)) — exp (— 27Tir]x)e
s —2min

® exp (—2migf ! (y)) — exp (—2miky) .
+ L it exp (—2miny) dy.

xp (—2mi€x) dx

For every &£ # 0 and 7 # 0,

€ exp (—2minf (z)) — exp (—2mwinz) ) €—
L “omin exp (—2mifx) dx| < T
“ exp (=2mi€ /1 (y) — exp (—2miy) . =
J'(S _27.‘_15 exXp (_271-“7y) dy < 7_‘_|£| .

And if f(1/[£]) <e or if f71(1/|n]) <e, by the inequality

|exp (icr) — exp (iB)] <
min {2, o — B[},

° exp (—2minf (v)) — exp (—2min) .
L —27in exp (—2mifz) dx
Az o
= Twm Jf—1<1/|n|> @) =) de
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r exp (—2mil f~* (y)) — exp (~27ify) exp (—2miny) dy

S —27TZ§
fQaziEn | [° “1) ) d
< T +L(1/|£|) FH () —v) dy.

O

The domain where the Fourier transform is finite and continuous may be optimal, and
X« (§,1) can be infinite on the axes {&n = 0}. Indeed,

1/41¢|
SC\Q (fv O) = J

0

—+o0o —+o0

f(x) cos (2méx) do — zJ f (x)sin (2m&x) dz.

0

f(x) cos (2méx) dx + J

1/4/¢]
If f(x) is not integrable at the origin, the first integral is infinite, the second is finite, and
the third is imaginary, hence Xq (§,0) is infinite. Similarly, if f (x) is not integrable at infinity,
then Xq (0,7) is infinite. In particular, if @ = {0 <y < N/z} then the above lemma and an
homogeneity argument gives the estimate |Xq (§,7)] < CNlog (1/|¢n|) when |£n| ~~ 0. Indeed
this Fourier transform can be expressed explicitly in terms of Bessel functions, and it has a
logarithmic singularity along the axes. See Corollary 5.3 and the remarks that follow. The above
result for characteristic functions can be easily generalized to functions whose level curves are
the family of hyperbolae y/t = f (z/t).

LEMMA 3.2.  Let f (z) be as in the previous lemma, and let g (t) be a function of bounded
variation in {—oo < t < 400} with compact support. Also, if 0 < t,z,y < +oo let t =7 (z,y)
be the unique solution to the equation y/t = f (z/t), and let

_Jg(r(zy) if0<wzy<+oo,
Ga,y) = { 0 otherwise.

Then G (x,y) is a superposition of characteristic functions of the domains 2,

+oo
G (z.y) = —L xeer () dg (2)

Similarly, G (&,m), the Fourier transform in the sense of tempered distributions, in {én # 0} is
a superposition of the Fourier transform of the domains tf2,

+oo

Gen) = j £2%0 (66, 1) dg (1)

This Fourier transform is a continuous function in {{n # 0}. Finally, if v is the solution to the
equation f (x) = x, then
“+o0
| s

0

G| < (g + )

Proof. The representation of G (x,y) as superposition of x:q (z,y) follows from the
definition of the measure dg (t),

+oo +oo
g(r(w))z—j dg(t)z—j Xow (7 (2. )) dg (£)

7(z,y) 0

Observe that x(o,+) (7 (7,%)) = Xt (2,y). Let € > 0 and let
Qe t)={e<z, e<y<tf(z/t)}.
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Also, let
+oo

G (57 €L, y) - - JO XQ(e,t) (:Ca y) dg (t) :

This function is integrable, and it has a Fourier transform

o~ +OO
G(e,&n) = *JO Xa(et) (§:m) dg (t).

Pointwise and in the topology of tempered distributions, lim...o4 {G (e,2,9)} = G (z,y).
Hence, also limg..oy {@ (e,&, 77)} =G (&,m) in the topology of tempered distributions. On the
other hand, it follows from the estimate on the Fourier transform of 2 (¢,¢) in Lemma 3.1 that
{é (e, & 777)} also converges uniformly away from the axes {{n = 0}. Finally, the estimate on

the size of G (&,n) follows from the corresponding estimates on Yo (£,1) = t2Xq (t&,tn). O

The following is an analog of a classical formula of Voronoi for the number of integer points
in shifted hyperbolic domains.

THEOREM 3.3. If f(z) and G (z,y) are as in the previous lemmas and if ¥.G («, ) is
defined as in the previous section, then XG («, 3) is a bounded function,

—+oo
SC@AI< | (@+3r (/0437 (1/0) g ().
0
Moreover, this bounded function has the Fourier expansion

G (o, 8) = Z Z G (m,n)exp (27i (ma + np)).

(m,n)€Z?, mn#0

Proof. Tt suffices to show that G (z,y) is a suitable limit of functions to which the theorem
applies. Let us split this proof into a number of steps. In particular, let us first prove the theorem
when G (z,y) is the characteristic function of the hyperbolic domain Q@ = {0 <y < f (2)}.

Step 1: The functions 333", ,yez2 Xo (M + a,n+ ), xq (@), Yxa (B), and Axq, are well
defined and finite for every « and (. Moreover, an alternative definition for Axq, ®xa (a),
Uxa (B), if 0 < a,B <1, is the following:

Axa=10n{l1<z,y<+oo} —[QN{0 < z,y <1},

+oo

Bx(0) = (@) + (12 f ) + | o) 5 f(@)da,

+oo
Txa (8) = £ (8) + (1/2 - B) f 1 (1) + J o (y—B) a%f‘l () dy.

The assumption that €2 is open implies that the number of integer points in Q — («, 3) is
always finite. The assumptions that f (x) and f~! (y) vanish at infinity imply that Ayq is well

defined and finite. Finally, the assumption f (z) convex implies that ai f(z) and By )
x
are increasing, and that the integrals in the definitions of ®xq () and Uxq (5) are well defined
as generalized integrals.
Step 2: If 0 < o, 8 <1, then

(1/2—a>f<1>+J

+oo
o (2 ) - f () da| < 1 (1),

1
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“+o0 a
(1/2—8) F (1) + L 70 5t ) dy‘ <F ).

Indeed, splitting the integral at 1 + o and integrating by parts,
“+o0

(1/2-a)F (V) + | o (e ) o) (x) dr

1

14+« 1 —+o00 a
:—J f(x)da:—l—ff(l—i—a)—I—J' o(x—a)=—f(z)dx.
1 2 14+a Ox
By the positivity and monotonicity of f (),
1+a
OSJ fz)de <af(1).
1
By the monotonicity of df (z) /Ox and the periodicity and mean zero of o (x — «),
0< 1f(1+a)+r°o (0 —a) L f(2)de
-2 lia ox
1 3/24« )
< — — —_
< f(i+a) +L+a o (r—a) o f (@) da
1 1 (3/2+a 5
< = _ - —_
< i) -g| i@
=f(+a)- *f(3/2+01) <f@.

Step 3: If 0 < o, < 1, then

D> xam+a,n+p)—1Qn{l <z,y < oo}
mn##0

ZZ Xon{l<z,y<+oo} (m +a,n +5) - ‘Q N {1 <zr,y< +OO}|
(m,n)€Z?

<max{1,|0(QN{l < z,y < +oo})|[} <1+2f(1)+2f71(1).

This follows from a theorem of Jarnik: If the perimeter of a domain is larger than 1, then
the number of integer points differs from the area by at most the perimeter. See [16].
Step 4: Let Q(e) ={e <z, e<y < f(x)}, with0 <e < 1, and let

Axa + Pxq (o) + ¥xq(B) fe<a<lande<f<1,

Axa + ®xa (@) + ¥xa (8) — f() if0<a<eande<f <1,

Axa + Pxa (o) + Uxa (8) — f7H(B) 1f5<0¢<1and0<6<5

Axa + Pxa (@) +¥xa (B) — f(a)—f1(B) if0<a<ecand0<pB<e.

Then, if 0 < o, <1,

W(e a,B) =

sze m+a,n+B) — W (c,a, )

(m,n)€z?

- Z Z Xa(e) (m,n) exp (2mi (ma + nf)) + Remainder.
(m,n)€EZ2, mn#0

The first term is a bounded function, the above is an equality in L2 (']T2), and the remainder
is negligible when € ~» 0+ uniformly in 0 < a, <1,

| Remainder| < 6e.
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Assume that 0 < f () < e. In this case Q (g) is empty and the remainder is —W (g, «, 8). If
e < a <1, by Step 2,

+oo o
Pxa (@) < 7 (@) +[1/2- ) f )+ [ o) o p @) o
< fl)+ F(1) <27 () < 2.
Ifo<a<e,
|<1>><Q<a>—f<a>=|<1/2—a J o—0) 2 f(w)da
<T)<fe)<e

Similar estimates hold for Uxq (3). Finally, QN {1l < z,y < 400} is empty and
[Axol =12N{0 < z,y < 1}| < 2e.

Hence, if 0 < f () < ¢ then
|Remainder| = |W (e, a, 8)| < 6e.

Assume that f (¢) > e. By the two dimensional Poisson summation formula applied to the
integrable function xq( (7,y), the number of integer points in Q(¢) — (o, 8) is a bounded
periodic function of the translation («, 8) with Fourier expansion

ZZXQ(S) m+a,n+p) = ZZX\Q(E) (m,n)exp (2mi (ma +np)) .
(m,n)€Z? (m,n)€Z?
The Fourier coefficient X (. (0,0) is the area of €2 (¢),

)
Q0)] :J F@)de—cf ' (e) + 2.

In order to study the Fourier series along the axis (m,0), define

B _f f@)—e ife<az< fl(e),
h (3?) = LR XQ(e) (357 y) dy = { 0 otherwise.
Then, by the one-dimensional Poisson summation formula,
Z Xa(e) (m,0) exp (2mima) Z h(m+ a)
mEZ meZ

This is an equality in L? (T). Moreover if ¢ < a <1 and if M is the smallest integer with
M +a > f~1(e), so that f (z + ) < ¢ if x > M, by the Euler McLaurin summation formula,

M
Zh(m—i—a):—Ms—f(M—i—a)—i—Zf(m—i—a)
meZ m=0
M M
:—Me—f(M—&—aH—J'O f(x+a)dx+%f(oz)+%f(M+a)+L U(x)%f(x+a)dx

M+«

:—Ms—%f(M—Fa)—&-J f(x)dx—k%f(a)

[e%

1 M+«
+J J(x—oz)gf( )dz+J U(xfa)gf(x)dx

o oz oz
1) 1 +o0 o
:—€f71(5)+J1 f(x)d:r—l—f(a)+(1/2—0¢)f(1)—i-J‘1 a(x—a)%f(x)d:c

+Remainder.
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The remainder is

M+« “+o00

g(f—l(g)—M)—%f(M—i—a)—l—J f(x)da:—J U(x—a)(,%f(x)dx.

f=1(e) M+a

This remainder can be bounded by 3¢, independently of f (z) and «,

e (/7 @) - M)| <,

%f(M+O[) <e/2,
M+«
[7" t@ar sc(rra- o) <
f=1(e)
400 9 1 M+a+1/2 9 f(M—i—a) e
\hmow—wm:@Mx<zhw 2 p@)|ar < THxA 2

The last inequality follows from the alternating signum of ¢ (x — ) and the monotonicity of
Of (x) /Ox. Similarly, if 0 < a < e,
M

dh(m+a)=—(M-1e—f(M+a)+ > f(m+a)

meZ m=1

Fe) 400
——ef O+t 2- 0 W] o-a) g @)

+Remainder.

And again this remainder has size at most 3¢. In order to study the Fourier series along the
axis (0,n), define

k(y) = J]R Xa(e) (z,y) dr = { (J)c o(tgfl)erwise. fe<z<f(e)),

Then, by the one-dimensional Poisson summation formula,

Z Xa(e) (0,n) exp (2min3) = Z k(n+p5).

neZ nez

Moreover if € < 8 < 1, by the Euler McLaurin summation formula,

Zk(TH—B)

nez
f(e) ) +oo k)
=%ﬂ@+£ r%ww+r%m+un—mf*m+L 7y =5) 5o d W)y
+Remainder.
While if 0 < 8 < ¢,

D k(n+p)

f(e) e +oo 9

——ef @[ @ a2-8 5 W+ | a8 W)y
1 1 Yy

+Remainder.
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And again the remainders have size at most 3. Hence, collecting all the terms,

33 xae (m+a,n+p)

(m,n)€z?
Zl f(e)
=<t @)= | f@det | 1wy
“+oo
-l-(1/2i1/2)f(04)—|—(1/2—0¢)f(1)—i—J1 oz —a) %f(x)dx

—+oo
/24 1/2) )+ (12— B) F (1) + j oy—B) (%f*l (v) dy

+ Z Z Xa(e) (m,n) exp (27 (ma + nf3)) + Remainder.
(m,n)€Z?, mn#0

Of course, (1/2 £ 1/2) is either 0 or 1, according to «, 8 % . Finally, the terms with e give

1 f(e)

ef @ | f@der [ @y

€ 1
=0N{l<z,y<+oc} —1QN{0<z,y<1}.

Step 5: For every 0 < e < 2/3 and every 0 < o, f < 1,

DN xa@ (mta,n+B) =W (e, a,B8) <4+3f(1)+3f7" (1),

(m,n)€Z2

Assume 0 < f (¢) < e. Then €2 (¢) is empty and, by Step 4,
W (g, e, B)| < 6e < 4.

Assume f () >e. If e < a, <1, then

ZZXQ(E) (m+a,n+ﬁ)—W(€,a,ﬁ)

(m,n)€Z2
= > > xa(m+a,n+p) - Axa — ®xa (@) — ¥xa (8)
(m,n)€Z?
= (ZXQ (a,n+ﬁ) - f(a)> + (Z XQ (m—,—avﬁ) - fil (ﬁ))
nez meEZ

—xa(o,B)+QNn{0 < z,y < 1}

+ZZXQ(m+a,n+ﬁ)— XN{l < z,y < +oo}]
mn#0

+o0o
~12-a)f W)= ow-a) @

o0 o
—/2-B) (1) - J 7= 8) 5 () do



Page 14 of 30 LEONARDO COLZANI AND GIACOMO GIGANTE

All these terms are uniformly bounded in 0 < «, 8 < 1. More precisely,

S xalan+B) - f(a) <1,
nez
Y xa(m+a,B)— (B <1,
meZ

[=xa (@, ) +[2N{0 <z,y <1} <1,

+o00o
—2-ar) -] o) @)

<f,

+oo a
’—ﬂﬂ—ﬁﬁ“WD—L o@—ﬂgwf*@m4<f*a»

> > xam+an+p)—QN{l<z,y<too}|| <T+2f(1)+2f7"(1).
mn#0

The first three inequalities are immediate, the fourth and fifth inequalities follow from Step 2,
and the sixth from Step 3. f 0 < a <e < [ <1,

ZZXQ(E) (m+a,n+ﬁ)—W(5,a,ﬂ)

(m,n)€Z?
= (Z xo (m+a,B8) — f7 (6)) +1Q2N{0 <,y <1}
meZ
+ZZXQ(m+a,n+B)—|Qﬂ{1 < x,y < oo}
mn7#0
+oo b
~12=a)f )= ol-a) Ll @

“+oo

—OQ—BH“WD—J

1

o(y—B) a%f’l (y) dy.

Again, all these terms are uniformly bounded in the square 0 < «a, 8 < 1. The cases 0 < 8 <
e<aand 0 < a,f < ¢ are similar.
Step 6: Pointwise in 0 < o, 8 < 1 and in the metric of L2 (’]Tz),

e (aaﬁ) = lim ZZXQ(E)—(&,[?) (mvn) - W({:‘,Oz,ﬁ)

(m,n)€z?

The pointwise convergence follows from the definitions of Q(g) and W (e, a, ), Step 5
implies that this convergence is dominated, and the square norm convergence follows from
the dominated convergence.

Step 7: In the metric of 1.2 (T?),

lim Z Z Xa(e) (m,n) exp (2mi (ma + nf))

e~~0+
(m,n)€EZ?, mn#£0

= > > Xa(mn)exp(2ri(ma+np)).

(m,n)€Z?, mn#0

By Step 4 and Step 6, ZZ(m,n)EZQ,mn;ﬁOS{\Q(é‘) (m,n)exp (2mi (ma + nB)) converges
in the metric of L2 (']I‘Q), and this implies the convergence of the Fourier coefficients
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{5{9(5 m,n } 20 to the Fourier coefficients of the limit function. On the other hand, by

Lemma 3.1, {Xq() (m, n)}mn#o converges to {Xq (m,1)},,,o uniformly.
By the previous steps, the theorem holds for characteristic functions. The extension to

superposition of characteristic functions is easy.
Step 8: The theorem holds for the function G (z,y) defined by

+oo
G(z,y) = _J'o xeo (2,y)dg (t).

For every 0 < o, B < 1,

“+o0
>3 Glm ot - | E T e rants) | g,

(m,n)€z? (m,n)€z?

Observe that if g (¢) has compact support then the above sums are finite and the integral is
well defined. Also AG and ®G (a) and ¥G (B) are well defined and finite,

+oo
AG = — Axtadg (),
0
roo
G () = — . Pxia (a)dg (t),
+oo
UG () = — . Uxia (B)dg (t).

Integrating the Voronoi formula for #£2 proved in the previous steps, one obtains

—+oo
Glaf)=-|  Sun(ands(®.
0
This function XG (a, 8) is bounded,
“+o0

+o0
jo Sxen (o >||dg<>|sjo (44367 (1/6) + 3t/ (1/8)) ldg ().

The Fourier coefficients of this bounded function are

E Ll <— Eroo Yxia (o, B) dg (t)) exp (—2mi (ma + nf)) dadf
=- EOO ( Jol E Exta (a, B) exp (=2mi (ma + np)) dadﬁ) dg ()
_ { o 2% (tm, tn) dg () if mn 0,
0 if mn#0.

Finally by Lemma 3.2, if mn # 0,

“+oo R
—j %0 (tm, tn) dg (t) = G (m. n)
0

O

Observe that the estimates in the statement of the above and following theorems do not
depend explicitly on the support of g (¢). This suggests that the assumption of compact support
can be relaxed, and replaced by a suitable decay of dg (¢) at infinity.
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4. Estimates of the Fourier expansions

An immediate corollary of the pointwise estimate in Theorem 3.3 is that for every 1 < p <
+00,

1rl 1/p +oo
{j | e (a,ﬂ)lpdadﬂ} < [ a0+ 00) dg (0]
0JO 0

On the other hand, the Hausdorff Young inequality when 2 < p < +o0 and 1/p+1/q =1,
or more simply the Parseval equality when p = 2, give

P 1/p

Jl Jl >0 G (m,n)exp (21 (ma +nf))| dads

070 (m,n)€Z?, mn#0

< ZZ ‘@(m,n)’q

(m,n)E€Z?, mn#0

1/q

In several cases the first estimate is far from optimal, and the second estimate is better than
the first one. These inequalities hold under the sole assumption of convexity, but under some
mild extra assumptions one can give more precise quantitative estimates.

LEMMA 4.1. Let f(x) be a non negative decreasing convex function on 0 < x < 400
vanishing at infinity and with both f” (x) and (f_l)” (y) decreasing. Let g (t) be a function
of bounded variation with compact support. Let t = 7 (x,y) be the unique solution to the
equation y/t = f (z/t) in 0 < t,x,y < +oo. Finally, let G (z,y) = g (7 (x,y)) if0 < x,y < 00,
and G (x,y) = 0 otherwise. If én < 0, then

Gen|< e [ s

0
If ¢én > 0, then

Gen|< g |

o I (00 cem)[ T Vi
R T Vo

Proof. Recall that, by Lemma 3.2, if Q = {0 <z, 0 <y < f(z)} then

-1

e (7)) o)

“+o0

G (&) = —L *Xa (t&tn) dg (t) .

It then suffices to estimate t2Xq (t£,tn). In particular, it suffices to estimate the Fourier
transform of Q(¢) ={e <z, e <y < f(x)}, with 0 < e < f(¢). The main tool is the lemma
of van der Corput: If a phase ¢ (2) is smooth real valued and if ¢’ (2) is monotone in a < z < b,
then

3
infacoco {l¢" (2)[}

b
j exp (i (2)) dz| <

a
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First assume that £&n < 0. The Fourier transform of € (¢) is

R AN O]

€

(z)
<J exp (—2miny) dy) exp (—2milx) dx

exp (—2mi (£ (e) + ne)) — exp (—2mi (e + ne))
4m2€n

1 fﬁl(s)
—MJ exp (—2mi (€2 + nf (x))) dz.

Since f'(x) <0, if &y < 0 then

0
55 (€ uf )| =le+ nf' @) 2 e
And, by the lemma of van der Corput,

< 3
= An2[n|

1 )
| e (2w ot af (@) de

Hence, if &n < 0,
~ )
< —.
|XQ(E) (5777)| = 472 |€,’7‘

Now assume that £n > 0. By the assumptions, f’ (x) is invertible from the support of f (z)

onto the whole negative axis and, similarly, ( f_l)l (y) is invertible from the image of f ()
-1

onto the whole negative axis. Let p = (f/) "' (=&/n) and ¢ = ((f_l)/> (—=n/&). Observe that

g = f (p), and that at this point (p, q) the tangent to the curve y = f () is parallel to the level

sets of the phase £x + ny of the Fourier transform, hence it is a critical point of the oscillatory

integral. If both p and ¢ are larger than ¢, then

Q@) ={e<az<p e<y<qgtU{e<z<p g<y<fl@)ule<y<qgp<z<f'y}.

The Fourier transform of the rectangle {e <z < p, ¢ <y < ¢} is

q

r exp (—2mifx) dx J exp (—2miny) dy

g g

_ exp (=2mi (§p +19)) — exp (=2mi (Ep + ne)) — exp (=2mi (§e + ng)) + exp (=27 (€& +7¢))
—47m€n

The Fourier transform of the curvilinear triangle {e <y < ¢, p<az < f~' (y)} is
f(x)
J exp (—2miny) dy | exp (—2milz) dx =

I'(

€ q

exp (=27 (§p + nq)) —exp (=2mi (§e +mg)) 1 r’
4m2&n 2min

exp (—27i (¢x + nf (2)) da.

€

The Fourier transform of the curvilinear triangle {e < x <p, ¢ <y < f(x)} is
fHw)
J exp (—2milx) dx | exp (—2miny) dy =

[

exp (—2mi (§p + nq)) —exp (—2mi ({p+1me)) 1 Jq
4r2én 2mi€

exp (=2mi (£ (y) +ny)) dy.

g
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Hence, the Fourier transform of € (¢) is
exp (=2mi (Ep +1q)) — exp (=27 (e + ne))

SC\Q(E) (67 7]) =

472
’ 27 d L[ 2mi (§f7 d
g | e (2 (o nf (@) de = | e (<2 (€17 () + )
The sum of the two exponentials is bounded by 27172 |¢n| ™",
exp (=2mi (§p + 1q)) — exp (=2mi (€€ + 1¢)) 1
Am2¢n ~2m? el

The two integrals can be estimated by the lemma of van der Corput. The critical point of the
phase £z + nf (x) is z = (f') " (=£/n) = p and, since |f’ ()| is decreasing, for every 0 < § <
p — € one has

o || exw (-2mi (e s (@) ao

S

1 (r° §
9 _°
= % L exp (—2mi (Ex +nf (x))) dz| + ram
< 3 L 1)
~An2nl[E+nf (p—-0)|  2mn|

Under the assumption that f” (z) is decreasing,

il 1&+nf' (p=8) =l |f' (0 —08) = ' ()] = 5’1" (p)] -
Hence,
< 3 n 1)
T A1 (p)ls 2w inl

ﬁ r exp (—2mi (€2 + nf (z))) dx‘

g

Then the choice § = \/3/ (27 [n]|f” (p)]) gives

: J exp (—2mi (€x + nf (x))) da| < (3/2)27=3/2 1|72 |7 ()| 712,

Similarly, by symmetry,
q 2mi - dul < (3/2)Y2 7=3/21¢173/2 | (1) —1/2
e ), 0 (227 (€77 ) ) dy| < (/222 )
Finally, the cases p < € or ¢ < € are similar, and even easier. 0

THEOREM 4.2.  There exists an absolute positive constant C with the following property:
If f(z) is non negative decreasing convex in {0 < x < 400} and vanishing at infinity, if
also " (z) and (f_l)// (y) and —f' (x)* /f" (z) and — (f_l)/ (y)*/ (f_l)// (y) are decreasing
in {0 < x,y < +oo}, if g(t) has bounded variation and compact support, and if G (x,y) is
associated to f (z) and g (t) as in the above lemma, then

1/2

S5 e b <o T viFraon) Vi eo ) e

(m,n)€Z?, mn<0 0

Proof.  Let us prove the theorem in the particular case of G (z,y) = xq (x,y). The general
case is similar. By Lemma 4.1,

ZZ Xe (m,n)|> < C ZZ lmn|™? < C.

(m,n)€Z?, mn<0 (m,n)€Z?, mn<0
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Moreover,

YO RammP<c Y > |mal”

(m,n)€Z?, mn>0 (m,n)€Z?, mn>0

¢ 3 |l ()7 mym))|

(m,n)€Z?, mn>0

w0 Sl ey ()

(m,n)€Z?, mn>0

_1 -1

(=njm))

The following functions are decreasing in the quadrant {£ > 1/2, n > 1/2}:

1
e (o cem)|
. 1 _ |—¢/nl°
e (7 em)| e (00T =em)
- 1 _ =/’
e (= () )| P ay () ne)
1

eu (T Ew)|

To see this it suffices to apply the assumptions with the change of variables f' (x) = —¢/n and
(ffl)/ (y) = —n/&. In particular, |Xq (€,1)| has a majorant which is decreasing in both the
variables £ and 7 in the quadrant {{ > 0, n > 0}, and this allows to substitute a sum with an
integral,

S [l () mm)[ < " J*‘” ded

(m ), <o 2 g ()7 (¢/m)
With the change of variables

w= ()" (—en). @i,
{ o= (1) (e, EIE T g e

the integral becomes

J'+OO J~+OO dé.dn

R (O £/n))

_ 1 £ ( 1/2 ()7 (s w) &d d
2 J'{ 1<f'(v) <0} <J0 f/ (u))3/2 U v

1 Iz 1/2 ()7 (1 ) /4) f//( ) Y
* J{f "(v)<— 1} <J0 —f"(u ))3/2 v
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By symmetry,

—1 -1

S |mre((0)
(m,n)€Z?, mn>0

oo e dédn
- 4L/2 Lzz & " () (=n/9)

=s (7)) o+ ((07)) ).

(<njm))

Then observe that
() Co=f£(" D).
() en) = e,
]

The assumptions —f' (2)® /f” (z) and — (ffl)/ (y)*/ (f’l)” (y) decreasing are only used
to substitute a sum with an integral, and they may be replaced by other assumptions. The
estimates in the above lemma and theorem are essentially best possible. For example, when
Q={0<y<az°} with 0 < < 400, the lemma gives

~ ¢ |§77|71 if &n <0,
<
IXa (&) < { C |£|_(2+5)/(2+25) |n|—(2+1/6)/(2+2/5) if &n > 0.

Indeed, a homogeneity argument shows that Yo (§,7) = |§|671 XQ (:l:l, |§\577>, and it can

be proved that the above estimates can be improved as |£ \5 || ~~ 0, but they are sharp as
61 In] ~ +oc.

The above Fourier expansions not only converge in norm, but also pointwise. By a result
n [11], the partial sums of Fourier series in Sobolev spaces of positive order converge almost
everywhere. In particular, if the Fourier coefficients are a bit more than square integrable, as
suggested by Lemma 4.1, then the Fourier expansions converge almost everywhere. However,
the following result is slightly more precise.

THEOREM 4.3. If f(z), g(t), and G (z,y) are as in the previous Theorem 4.2, then the
Fourier series

Z Z G (m, n)exp (27 (ma + nf))

(m,n)EZ?, mn#£0

is spherically convergent at every point («, ) where the expanded function £G («, 3) is smooth,

lim Z Z G (m, n)exp (2mi (ma +np)) p = LG (o, B) .

R~~»400
(m,n)€Z2, mn#0, vVm2+n2<R

Proof. In [2] it is proved that for spherical partial sums of Fourier series of a periodic
integrable function F (z,y) localization holds under the assumption

R—1<v/m2+n2<R
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More precisely, under this assumption, for every (z,y) in an open set where F (x,y) is smooth,

1. e . — .
plm Z Z F (m,n)exp (2mi (ma + np)) F (z,y)
vVm24+n2<R

In particular, in order to prove the theorem it suffices to show that the Fourier coefficients
{G (m, n)} satisfy the above decay condition. As in the proof of Theorem 4.2 one can
mn7#0

substitute a sum with an integral,

ZZ ‘@(m,n)‘

mn#0, R—1<vm2+n2<R
1
<C > mn
m>0, n>0, R—1<vm2+n2<R
+C J J Ay
{e>1/2. n>1/2, R—2<y/E 2 <R} n3/2 fr ((f/)fl (_E/m)wz
dédn
+C

/2"

The first sum converges to zero as R ~ 400,

1 log (R)
ZZ %SC R

m>0, n>0, R—1<v/m2+n2<R

The two integrals are similar, and it suffices to consider only the first one. In polar coordinates,
if R is large,

dédn
JJ{5>1/2, n>1/2, R—2<\/52T772<R} n3/2 f1 ((f’)_1 (-f/n))l/z

JR J'ﬂ/Z—arctan(l/Qp) Ao

R—2 arctan(1/2p) sin (19)3/2 f” ((f/)_l (_ cos (19) / sin (19))> "

With the change of variables

(f) " (=cos(9) /sin(9) =2, dY=——""dx,

the integral becomes

J'R <J(f/)1(—1/2p) (1 Ly (58)2)—1/4 1 ()2 dx) p~12dp,

R—2 \J(f) 7" (~2p)
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Split the inner integral at = = (f/)” " (=1). The integral below (f')" (=1) is dominated by

jR (J(f/)l(_l) (1+7 (oc)z)_l/4 (@) dx) pV2dp

R—2 \J(f") " (-2p)
1 /2
1 1/2 (R (/) (=D . . ! 12
< {7 v} JR—z{Lf/)l(—m'f @I (m)dx} o V2dp
_ {(f')ﬂ (71)}1/2 JR log1/2 (2p) pfl/de
R—2

< CR™Y?10g'? (R).
Observe that if g (x) is positive decreasing and convex in 0 < x < 400, then
g(x/2)—g(x) _g(x/2)
— < .
x/2 —x x/2
Applying this first to —f’ (z) and then to f (x) gives

< L oI,

¢ () <

Hence the integral above (') (—1) is dominated by
R (£) 7 (=1/20) ~1/4
N J J (1 +/f (x)Q) F (@) dx | p~2dp
R=2 \J(f)7'(-1)

R )7 (=1/2p)
sj (J( ) ") dm) p~'2dp
-2

R (F)71(=1)

R (1) (=1/2p) 1/2
< 23/2J (J f(z/4) dx) pfl/de
B2 \J(f) 7' (-1) v

<22 (07 0 ) [ (o (7 1/200) g (007 1)) 072
< CR™10g (1) (-1/R)) .
It then suffices to observe that

im {R™10g (/)" (~1/R)) } =

R~~»+00
On the other hand, by convexity, if  ~» 400 then

—f'(z)log (z) < 2f (z/2)

m {[/f ()] 1og (x) } =0.
400

li
T~

~ 0.

log (z)

O

In particular, if Z2 N (Q — (o, B)) = @, then the function that counts the integer points is
constant in a neighborhood of («, 8), while Axq + ®xq (o) + Uxq (8) has the same regularity
as f(x) and f~!(y). Hence the above theorem applies. A more refined analysis based on [2]
and [3] shows that convergence of the above Fourier series may occur also at all points not on
the axes. By the way, the argument is slightly more delicate than it appears, indeed localization
for multiple Fourier series of piecewise smooth functions holds only in dimension 1 and 2, but
not in dimension 3 or higher. Finally, it should be noticed that the classical Voronoi formula
for the integer points in the hyperbola {zy < N} mentioned in the introduction is summed not

spherically, but hyperbolically.
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5. Examples

The following lemma gives an expression of AG, ®G (a), UG (B), directly in terms of g (),
f@), [~ (y).

LeMMA 5.1.  If f(x), g(t), and G (x,y) are as }'n Lemma 3.1 and Lemma 3.2, and if
H (x) = f(z) — xf"(z) and K (y) = f~ (y) =y (f ') (y), then

+00 Fras +00 F(/t)
Aa=| {tL/t H(x)dx}g<t>dtzjo {tL/t K(x)dx}gu)dt,

—+o0

“+o0
(I)G(a):L {H(a/t)+(1/2_a)H<1/t>+L a(gc—a)aaz(H(a:/t))dm}g(t)dt,

—+oo

+o0 o
v (9) = | {K B0 +W/2= KA/ +] o) 5 (K /D) dy} g (1) dt.

0 1

Proof. If t =7 (z,y) is the solution to the equation y/t = f (z/t), for a fixed z, by the
implicit function theorem,

di = % (z,y)dy
_O/oyty/t = f @/}, dy _ dy
9ot {y/t = f (x/t)} y/t = (/t) [/ (/) f(x/t) = (@/t) f' (z/t)

Therefore dy = H (z/t) dt and

+o0o +oo
| cwwa=| smema

0 0
Symmetrically, if y is fixed, then dx = K (y/t) dt and

+o0 400
J G(x,y>dxzj g () K (y/t) dt

0 0
This gives the expressions of ®G (o) and ¥G (B). Finally,

AG = J+OO J*’OO T(x,y)) dedy — J Jl g (7 (z,y)) dzedy

1 1 O
—+o0
J'l

4o 'r z,1)
J H (2)t) dt) do ( g (&) H (/1) dt) do
7(z, 1)

+oo tf~ 1(1/15) 1
:J g (®) J H (2/t) da | dt g () J H (2/t) da | dt

7(1,1) 1 tf—1(1/t)

1(1/t>
J tJ H (z)dx | dt.
1/t

It may be of some interest to estimate how the above formulas behave under the dilations
Gr (z,y) = G (/T,y/T). The Fourier transform of a dilation is a dilation of the Fourier
transform, Gr (£,m) = T?G (T€,Tn). The function AGr + ®G7 () + ¥G7 (8) does not seem
to behave in a simple way under dilations, however if Gr (z,y) is not identically zero and

O
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non negative then AGr + ®Gr () + VGr (B) grows at least as T2. This implies that the
Fourier series is much smaller than AGr + ®Gr (o) + YGr (8), and it can be considered as
a remainder. In particular, the following corollary supports the conjectured estimates of the
remainder in the circle and divisor problems.

COROLLARY 5.2. (1) If f (x), g (¢t), and G (z,y) are as in Lemma 3.1 and Lemma 3.2, if
G (z,y) is non negative and not identically zero, and if Gr (x,y) = G (x/T,y/T), then there
exists a positive constant C such that for every large T,

AGp + @G (o) + VGp (B) > CT?.

(2) Under the assumptions in Theorem 4.2, there exists a constant C such that for every
large T,
1/2

{Jl Jl SGr (o, B) dadb’} < OVT.

0JO

Proof. (1) Indeed it can be proved that for every 0 < «, 8 < land every T' > 1, ®G7 (o) > 0
and WG (B) > 0, and AG7 grows at least as T? as T ~ —+oo.
(2) It suffices to observe that if G (z,y) is associated to g (t), then G (x/T,y/T) is associated
to g(t/T) and, if T > 1,
+oo +oo +o0
J VTt g (t/T) :J VI TE|dg (8)] < \/:FJ VITEldg ().
0 0 0
O

The following corollaries specify the set €. In particular, the Fourier transform of an
hyperbola {0 <y< T2/x} can be expressed in terms of Bessel functions, the functions ®yq («)
and Uyq (B) in terms of logarithmic derivatives of the Gamma function, and Axq is a logarithm.
For the generalized hyperbolic domains {O <y < T““sx_‘s} the Hurwitz Zeta function comes
to play.

COROLLARY 5.3. (1) If0 < § < +00, define
+oo
oW (2) = (1+40) J t % exp (—2miz (t —t7°)) dt,
0

“+o0
d@ (2) = (1+490) J t=% exp (—2miz (t + tf‘s)) dt.
0
Moreover, if g (t) is a function of bounded variation in {—oo < t < 400} with compact support,
define

8/(6+1),,1/(6+1) i
. g(x Y ) if 0 <z, y < 400,
G(z.y) = { 0 otherwise.
Then
|§/m(5*1)/(5+1) J‘(‘J"OO AN el (— |£|1/(1+1/5) |77|1/(1+5) 7‘) dr if¢é<0andn >0,
G (&) =

1€ /| @D/ CHD 1520 1 () () (= g/ /D) |y 1/ (+0) r) dr if§ <0andn<0,

rg (r)

|§/n\(6_1)/(6+1) f(—;oo rg (r) oM |§\1/(1+1/6) |77|1/(1+5) r) dr if¢>0andn <0,
g(r)

g (1) o2 |§\1/(1+1/5) |n|1/(1+5) r) dr if&>0andn>0.
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(2) If§ #£1, if ((2,8) = :: o (n+ 2)"° is the Hurwitz Zeta function, and if 0 < o, 8 < 1,

then
ZZG(m—i—a,n—i—B)

Jroo(m,n)GZ2 .
— (145)¢(a,0) L Bg(tyde+(1+1/5)¢(,1/5) L 15 (1) dt
+ Z Z G (m,n) exp (2mi (ma +nfB)) .

(m,n)€Z?, mn#0

(3) If § =1, if I (2) /T (2) is the logarithmic derivative of the Gamma function, and if

0<a,B <1, then
ZZG m+ a,n+ f)

(m,n)€z?

+o00o
:4J0 tlog(t)g(t)dt—?( I‘ )
+ > Gm, n)CXP( i(ma+np)).

(m,n)€Z?, mn#0

(4) If 0 < 0 < 400, 2<p<min{2+ 26,2+ 2/0}, and 1/p+1/q =1, then there exists a
positive constant C' such that

P 1/p

11
J J Z Z G (m,n) exp (27 (ma 4 np))| dodB

070 (m,n)€EZ2, mn#£0

SY femalt <c]

(m,n)€Z?, mn#0

IN

V1 +tdg(t)|) .

Proof. (1) One can compute the Fourier transform with the hyperbolic coordinates

x=rt,
{yzirt‘é —o0o<r <400, 0<t< 400,
{ii’ﬁ)’ﬁ_(g —00 < p< oo, 0 <Y< +o0,

dzdy = (14 6) |r|t~°drdt.
Since G (z,y) = g (r) when 0 < z,y,r < 400, and G (z,y) = 0 otherwise,
G (pﬂ, :tpﬁf‘s)
+o0 400 s
= J rg (r) ((1 + 5)J t% exp (—2m'pr (1975 + (9t)” )) dt) dr
0

0

=901 J:_OO rg (r) <(1 +9) J:OO t=% exp (—2mipr (t + t_‘;)) dt) dr.

Then observe that 99=1 = |¢/n| /@D and p = & ||/ OH1/0) | /49,
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!

(21 f (2) = & then f (2) — of’ (z) = (1+8) w5 and 1 (y) — y (/1) (y) = (1+1/8) y~ /7
and, by Lemma 5.1, if § # 1 the constant AG is

11/8

[ v} 4 oy

Again by Lemma 5.1, if 0 < a < 1 the function ®G («) is

400 —+o0

o) x_‘s_ldx> L £ () dt.

By the Euler McLaurin summation formula, if § > 1,

OG (a) = (1+9) (a_5+1/2—a—5J

+oo
C(a,é):Z(n—&-a)*é
n=0
*+OO:E ) dx+a”? +Ooafc£x o)~ da
| et arra 2| o@ @t

“+o0
:1/(6—1)+a‘5+1/2—a—5J o(x—a)z 0 tde.
1
By analytic continuation, the same formula holds when 0 < é < 1. Hence, if § # 1,

—+o0o

BG (a) = (1+48) (¢ (0,8) + 1/ (1 — 5)) L B (t)dt.

The formula for UG (3) is similar, with ¢ replaced by 1/,

WG (8) = (141/0) (€ (3:1/0) +1/ (1= 1/8)) |

0

“+oo
t1/9g (t) dt.

Hence,if § #1 and 0 < o, 8 < 1,
AG + DG () + TG (B)
+o00
=(1 +6)C(a,5)J g (t)dt + (1 + 1/5)((5,1/5)J Y3 (t) dt.
0 0

(3) This follows from Euler definition of the Gamma function and the Euler McLaurin
summation formula,

+oo

I'(z)= lim_ {Z Gil) (Znin;) —(z+n) } ’

I'(z) _d = i -
T = - log (T'(2)) = ngrfoo {log (n) — mz::o z+ m}
n-+z

— lim {log(n)Jn+zt1dt(n+z)_l/2zl1/2+zL

o(t— z)tht}

+oo
:—271—1/2+2+J o(t—z)t2dt.
1

More simply, the case § =1 is the limit of (2) when § ~» 1. First observe that
I +oo
AG = lim {15J (M - té) g(t) dt} = 4J tlog (t) g (t) dt.
—0lJo 0
Then recall that the Hurwitz Zeta function is a meromorphic function with a simple pole in
d =1 and, see [1, 1.10.9],

imfeen )= rig
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Thus,if §=1and 0 < o, 8 < 1,

AG + OG (o) + TG (B)
e M(0) ) [
:4J' tlogtgtdt—?( + )J tg (t) dt.
e S N
(4) The estimate of the norm of the discrepancy follows from the Hausdorff Young inequality
and the estimate in Lemma 4.1,

C (fo> Iag (t)l) lenl " if €n <0,
C :)FOO /1+t|dg (t)|> |§|—(2+5)/(2+25) ‘77|—(2+1/5)/(2+2/5) if &n > 0.

A final remark: Up to a logarithmic transgression, the estimate of the norm of ¥G («, 3)
holds also at the critical index p = min {2 + 24,2 + 2/4}. For example, let § =1 and let

Sug{IZG(a,ﬂ)l} =4,

’@(&n)‘ <

swp  {len*’" |G (&.m)|} = B.

(&m€Z?, En#0

Interpolating between 2 < p < 4 and +00, one obtains

{ j J 56 (0,9)" dads}

1

) 1/4
< {igg{mc (a,mr“f’}jo j 126 (a, ) dadﬁ}

(p—1)/4
p/(p—1)

1/4

< iug{lZG(a,ﬁﬂ}l_pM >

(m,n)€Z?, m-n#0

’ ~

G (m,n)

Joo (r—1)/2
< Al-p/ipp/4 {2 Z k—(3/4)p/(p—1)}
k=1
< CB (A/B)lfp/‘L (4 _p)(lﬂﬂ)/2 )
Then the choice p =4 — 1/log (A/B) gives
1/4

{Jl f 6 (0 0)f'dad3| < CBlog (4/5)

0Jo
U

When 6 = 1 then the above defined functions ®) (z) can be expressed in terms of Bessel

function of imaginary argument K (47|z|), and Bessel functions of third kind Héj ) (2dmz),

dW (2) = 4K, (47 |2]),

—2miH? (47z) if 2 > 0.

See [1, 7.3.27] or [10, pages 117 and 140]. In particular, the corollary with 6 =1, g (t) =
X(0,v/W) (t), and o« = 8 =1, gives the classical Voronoi formula quoted in the introduction.

(1) .
8@ () = { 2miHy (—4mz)  if 2 <0,

Indeed, the case § =1, g (t) = X(0.vR) (t), p = 2, of the above corollary is stated in [12], and
the cases 0 < § < +00, g (t) = X(0.vV) (t), p = 2, are also contained in [13]. As a last example,
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we want to present alternative proofs of known results on the number of integer points in
triangles. See [6, Chapter V] for an interesting introduction to these problems.

COROLLARY 5.4. (1) If 0 <w,w’ < +o0 and if Q= {z,y >0, wr+w'y<T} is the
triangle with vertices in (0,0), (T'/w,0), and (0,T/w’), then

ZZXQ(m+aan+6)

(m,n)€Z?
™ Z/U(a) - ga(ﬁ)—i— ZZ Xa (m,n)exp (27 (ma+nf))+ O (1).

2ww’ w
(m,n)€Z?, mn#0

(2) If the slope w/w' is irrational and if it satisfies the Diophantine condition |mw’ — nw| >
c|n|™7, for some ¢ > 0,1 < v < +00, and for every integer m and n, then there exists a positive
constant C' such that for every T > 2,

1/2

% Cy/log (T) if~y=1,
X ot <{ G

(m,n)E€Z2, mn£0 ify > 1.

Proof. (1) If 0 < «, 8 < 1, a straightforward computation gives
T? T 1 T 1
Axo + @ v - fa-Z)-Z(p-z)+oq
o+ (@) + 00 (9) = 5 - (a-3 ) - 5 (8- 3) +ow.
(2) By the divergence theorem, if £ # 0 and 1 # 0 and w'€ — wn # 0, then
_exp(=2miTn/w') —1¢ 4 &P (—2miT¢/w) —1n
R N I Am2 (& +n?) &
L &P (=2miTn/w') — exp (—2miTE Jw) wWE + w'n
472 (€2 + n?) Wwé—wn’

The square norms of the first two terms are uniformly bounded in T,

2.

(m,n)€Z?, mn#0

2.

(m,n)€EZ?, mn#0

2 +o0 +o00

S D D) P

2 +00 +o0 2

mexp (—2miTn/w') —1
n 472 (m?+n?)

n exp (—2miT'm/w) — 1
m  4r2 (m? 4+ n?)

The main contribution is the term

2.

(m,n)€Z?, mn#0

wm + w'n exp (—2miTn/w') — exp (—2miTm/w)|*

w'm — wn 472 (m? 4 n?)

If |w'm — wn| > ¢|n|”” then it can be proved that the above sum is dominated by C'log (T)
when v = 1, and by CT?~2/7 when v > 1. The case v = 1 is explicitly considered in [4], and
the case v > 1 is similar. The case w/w’ rational which is excluded in (2) is indeed a sort of
limit for v ~» 400 of the above Diophantine condition. In this case the sum over the frequencies
on the line w'm — wn = 0 gives a contribution of the order of CT?, while the other frequencies
give a bounded contribution. Indeed, when « ~ +o0 then 7'~/ ~ T, which corresponds to
bounding the remainder with the perimeter of the domain. See [16]. |



INTEGER POINTS UNDER SHIFTED HYPERBOLAE Page 29 of 30

The above corollary on the quadratic estimate of the discrepancy between area and integer
points is essentially due to Davenport (see [4]), who considered only the case v = 1, although
the other cases are similar. By a result in [14] the quadratic estimate C'log (T') for discrepancy
cannot be improved. This should be also compared with [7], where it is proved that if the
continued fraction expansion of w/w’ has bounded quotients, then

T2 T T
ZZXQ(WW@) = o 2w T‘FOUO%( ) -
(m,n)€Z?
Observe that this pointwise estimate O (log(T)) is larger than the standard deviation
0 («/log (T)) that comes from the corollary.

The statement (1) in the above corollary holds for every slope w/w’, but when applied to a
rational w/w’ it gives the somehow trivial estimate

>>.  Re(mn)f<cr?
(m,n)€Z?, mn#0

Indeed, for w/w’ rational, a more refined formula holds, with a remainder with a uniformly
bounded square norm.

COROLLARY 5.5. IfQ={z,y >0, wr+w'y <T} is the triangle with vertices in (0, 0),
(T'/w,0) and (0,T/w'"), with w and w’ relatively prime integers, then

> xa(m+an+p)

(m,n)€z?
T2 T T /
:wa/_ga(a)—aff(ﬁ) o(wa+wpB—T)
+ ZZ Xa (m,n)exp (2w (ma+np)) + O (1).

(m,n)€Z?, mn#0, |w’' m—wn|#0
Moreover, there exists a positive constant C' such that for every T > 1,

> Ra (m,n)|* < C.

(m,n)EZ?, mn#0, |w'm—wn|#0

Proof. The only difference with the previous corollary is a non negligible contribution of
the frequencies on the line w’m = wn. Indeed, for any integer k # 0,
exp (—2miTk) —1  Texp(—2miTk)
Am2ww'k? 2miww'k

xXa (wk,w'k) =

Therefore
Y3 Re(mn)exp (@i (ma+np))
(m,n)€Z?, w'm=wn#0

- Z Ra (wk,w'k) exp (2mik (wa + W'B))

k€Z, k#0
T Z exp (2mik (wa +w'8 —T))
O ww! 2mik
kEZ, k#0
exp (2mik (wa + w'fB)) exp (2mik (wa+w'f —T))
Bl Z 4m2ww’k? * Z 4m2ww'k?
kEZ, k#£0 k€EZ, k#0

= wj(;/o(wa—I—w'B—T)—i—O(l).
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O

This corollary is a particular case of a more general result which will appear elsewhere. For

an

alternative formula, see [6, Chapter V].
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