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Abstract: High-luminosity particle collider experiments such as the ones planned at the High-
Luminosity Large Hadron Collider require ever-greater vertexing precision of the tracking detectors,
necessitating reductions in the material budget of the detectors. Traditionally, the fractional radiation
length (𝑥/𝑋0) of detectors is either estimated using known properties of the constituent materials,
or measured in dedicated runs of the final detector. In this paper, we present a method of direct
measurement of the material budget of a CMS prototype module designed for the Phase-2 upgrade of
the CMS detector using a 40–65 MeV positron beam. A total of 630 million events were collected at the
Paul Scherrer Institut PiE1 experimental area using a three-plane telescope consisting of the prototype
module as the central plane, surrounded by two MALTA monolithic pixel detectors. Fractional
radiation lengths were extracted from scattering angle distributions using the Highland approximation
for multiple scattering. A statistical technique recovered runs suffering from trigger desynchronisation,
and several corrections were introduced to compensate for local inefficiencies related to geometric
and beam shape constraints. Two regions of the module were surveyed and yielded average 𝑥/𝑋0

values of (0.72 ± 0.05)% and (0.95 ± 0.09)%, which are compatible with empirical estimates for
these regions computed from known material properties of 0.753% and 0.892%, respectively. Two
types of higher-granularity maps of the fractional radiation length were produced, subdivided either
into rectangular regions of uniform size, or polygonal-shaped regions of uniform material composition.
The results bode well for the CMS Phase-2 upgrade modules, which will play a key role in the
minimisation of the material of the upgraded detector.
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1 Introduction

A move toward higher-luminosity particle accelerators necessitates continual improvement of silicon
detector technologies, particularly in the areas of vertex resolution and radiation tolerance. As
part of the CMS and ATLAS Phase-2 upgrades to meet the future operating requirements of the
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High-Luminosity LHC [1–4], the CERN RD53 Collaboration has developed readout chips (ROCs)
based on a 65 nm CMOS process, with two main design iterations [5, 6]. The RD53A architecture is
shared between the CMS and ATLAS Collaborations, whilst the flavour of the RD53B chip design
specific to CMS is referred to as the CMS Readout Chip (CROC). The CROC design allows for
improvements on the resolution and readout rate of the current CMS Phase-1 pixel detector, reducing
the sensor pixel size from 150 × 100 µm2 to 100 × 25 µm2 (corresponding to 50 × 50 µm2 readout
cells), and increasing the maximal data rate per ROC from 160 Mb/s to 5.12 Gb/s.

Within tracking detectors, uncertainties in vertex position are strongly influenced by the lever
arm and material content of the innermost tracking layer, due to the higher impact of multiple
scattering in layers closer to the interaction. As a result, substantial efforts are made to minimise the
material budget of pixel-type detectors for current and future tracking detectors. Precise knowledge
of the fractional radiation length contribution of module components is important both during
the design phase for new detectors and after data-taking, as accurate spatially-resolved estimates
or measurements are required in order to correctly simulate multiple scattering from the detector
geometry in Monte Carlo simulations.

During design and development phases of detectors, the material budget is usually estimated
from the material composition of the components in the design specification. The accuracy of such
estimates is often limited by the knowledge of the composition of the individual components used,
and such estimates are generally given as a global estimate for the material budget rather than a
spatially-resolved map. Experimental confirmation of the theoretical estimates would both verify the
integrity of current estimates, and improve knowledge of the detector geometry for implementation
in simulations of secondary interactions in the detector.

Verification of the material budget of CMS has previously been performed using alignment
and calibration data [7]. In these measurements, photon conversions and nuclear interactions from
track reconstruction are used to probe the 𝑋0 (radiation length) and 𝜆𝐼 (nuclear interaction length)
distributions, respectively. Such measurements have previously been used to confirm that material in
simulations generally match data to within ∼ 10–20%, in particular via measurement of the energy
loss of low transverse momentum electron and charged hadron tracks [8–10]. Although important
for the characterisation of the detector as a whole, these measurements are performed during or after
commissioning of the detector and are hence too late to provide input to the detector R&D process,
and generally provide a relatively coarse spatial resolution.

In this paper we present a method to measure the fractional radiation length of the complex
material stack in pixel modules via a measurement of multiple scattering with an MeV-scale positron
beam, achieving a fine-grained spatial resolution on the order of millimetres. The object of this
study is a prototype quad module developed for the CMS Phase-2 pixel detector upgrade for the
High-Luminosity LHC, and data from the module was utilised to provide the central point of the
reconstructed deflection angles for the measurement. Studies of fractional radiation length via
multiple scattering with GeV-scale electron beams have been performed previously by groups from the
Georg-August-University Göttingen and the German Electron-Synchrotron (DESY), but have relied on
full telescopes for tracking rather than using data from an active subject, and have generally measured
thicker or less complex subjects [11–14]. Using a lower beam energy increases the mean scattering
angle and reduces the impact of the telescope plane resolution, but in turn increases acceptance losses
when imaging regions further from the centre of the subject.
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Figure 1. Photograph of the prototype pixel module used for this measurement. The linear front-end regions of
ROC0 and ROC2 included in this measurement are shaded in yellow, and key features within these regions
are indicated.

1.1 Multiple scattering and the Highland approximation

The Bethe prescription of Molière scattering provides a robust approach for modelling multiple
scattering due to its close agreement with experiment [15, 16], with an accuracy of 1% or better shown
by Hanson et al. [17]. The distribution of scattering angles is given as the sum of three analytic terms
comprising a Gaussian core, a carry-over to the Rutherford formula at large angles (corresponding
to large-angle single scatters), and a correction.

The analytic complexity of Molière’s theory is often a barrier for its use in applications. Highland
et al. [18] fitted the Molière-Bethe-Hanson theory to derive an expression for the central Gaussian
core of the distribution, and Lynch and Dahl’s revised version [16] gives the root-mean-square (RMS)
projected scattering angle of the central Gaussian as

Θ := 𝜃RMS
plane =

13.6 MeV
𝛽𝑐𝑝

𝑧
√︁
𝑥/𝑋0

(
1 + 0.038 ln (𝑥/𝑋0)

)
. (1.1)

Here 𝛽𝑐, 𝑝 and 𝑧 are the speed, momentum, and charge number of the scattering particle, respectively,
and 𝑥 is the length of the particle trajectory through a material with radiation length 𝑋0 (in cm). Hence,
the dimensionless quantity 𝑥/𝑋0 can be used to represent the fractional radiation length of the scatterer
without referencing a specific trajectory. Eq. (1.1) may be analytically inverted by substitution of
the principal branch of the Lambert 𝑊 function [19] to give

𝑥

𝑋0
= exp

(
2 ·𝑊0 (𝑤) −

1
0.038

)
,

𝑤 =
1

2 · 0.038
exp

(
1

2 · 0.038

)
𝛽𝑐𝑝

13.6 MeV · 𝑧 Θ.
(1.2)

1.2 The RD53A prototype 2 × 2 chips module

Shown in figure 1, the prototype pixel module studied in this measurement contains 2 × 2 RD53A
chips and was developed and qualified at ETH Zurich as an early prototype for layers 3 and 4 of the
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barrel of the CMS Phase-2 pixel detector design [20, 21]. The final upgraded pixel detector will
consist of four barrel layers, eight small double-discs per side, and four larger double-discs per side.
The layout will increase the forward coverage from |𝜂 | ∼ 2.6 to |𝜂 | ∼ 4 [3]. The total active surface
area will be ∼ 4.9 m2, holding roughly 4000 modules.

The prototype module design consists of four RD53A ROCs bump bonded to a planar sensor
which is subsequently glued to a high-density interconnect (HDI) flexible printed circuit board (PCB).
The 192 × 400 pixel matrix of the RD53A chip includes three regions corresponding to different
prototype discriminator circuits for evaluation: the linear, differential and synchronous analogue
front-ends. The HDI provides data and power interconnects, and hosts passive components. Wirebonds
form the connection from the HDI to the ROCs, and from the HDI to the high voltage (HV) bias pad
on the sensor through a rounded hole in the HDI. Power is provided via a power pigtail integrated into
the HDI, and a zero-insertion-force (ZIF) connector near the centre of the HDI accepts a data link. A
second ZIF connector opposite the pigtail provides power output, allowing a row of modules on a
ladder to be powered in a single serial powering chain, reducing power loss and cabling requirements.

Readout of RD53A ROCs is trigger-based, with a time resolution of 25 ns imposed by the
bunch-crossing clock, as designed for compatibility with the LHC bunch-crossing interval. Data are
digitised and packaged at the level of the readout chip, with a time-over-threshold value proportional
to the total charge collected provided for each hit pixel when a trigger is received. The clocks
within each ROC are derived with respect to an external reference bunch crossing clock, providing
synchronisation for all ROCs on a prototype module.

The measurements discussed in this paper were performed on a prototype module, constructed
with a sensor produced by the FBK foundry in Trento with 50 µm × 50 µm pixels. The sensor has
a total thickness of 200 µm, including an active region of depth 150 µm which is depleted during
operation. The remaining depth is inactive handle wafer residual from the production process. The
sensor was glued to a v3 tracker barrel pixel (TBPX) quad-module HDI [20], and module rails
composed of an AlN ceramic compound were attached to the ROC-side of the assembly. The
material choice minimises the contribution of the rails to the material budget whilst providing thermal
conduction and electrical isolation.

Due to cooling limitations in the testbeam setup, only two of the four ROCs on the prototype
module were wirebonded to the HDI in order to halve the current consumption. Since the readout
system for RD53A ROCs did not support simultaneous readout of multiple front-ends at the time of
measurement, only the linear front-end was enabled for readout. ROC0 and ROC2 were selected for
particular features of interest within the linear front-end region, as shown in figure 1. Following the
evaluation of all three prototype front-ends, the Tracker Group of the CMS Collaboration has chosen
the linear front-end for the CROC chip design to be used in the final Phase-2 detector [22].

1.3 Estimated material budget

Table 1 gives a material budget estimate for prototype TBPX modules with a v3 HDI. The composition
of the prototype module is specified in CMS-internal design documents, and literature radiation
length values are used for the component materials. The material contents of the sensor and ROC are
relatively uniform across the module, and production parameters are assumed to be well constrained.
The HDI consists of a flexible PCB with three copper trace layers of 7–8 µm thickness, corresponding
to a fractional radiation length contribution of 0.049–0.056% each. The average trace density is 76.2%
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Table 1. Material budget estimates for the components of RD53A TBPX FBK prototype quad modules [23].
Estimates for SMD (surface-mount device) components are not included in the intermediate totals with/without
rails, since these are unevenly distributed and individually resolvable in the results presented. Separate estimates
are given for the ROC0 LIN and ROC2 LIN regions from the HDI layout. Contributions with non-complete
coverage (Cov.) are “smeared” across the relevant region as though they had 100% coverage whilst retaining
their volume. †Heights quoted for SMD components are averaged among all components in the region.

Region Material Cov. (%) 𝑋0 (g cm−2) 𝜌 (g cm−3) 𝑥 (µm) 𝑥/𝑋0 (%)
Assembly - - - - 352.35 0.394

ROC Si 100 21.82 2.33 150 0.160
Sensor Si 100 21.82 2.33 200 0.214
Bump bonds Sn 100 8.82 7.31 2.35 0.020

HDI (no SMDs) - - - - 160 0.160
Traces Cu 76.5 12.86 8.96 23 0.123
Polyimide (PI) PI 100 40.58 1.42 24 0.008
Glues Acrylic 100 42.6 1.00 75 0.018
Coverlay PI 100 40.58 1.42 13 0.005
HDI glue Acrylic 100 42.6 1.00 25 0.006

Regions w/o rails - - - - 389.35 0.553
Average module rails - 47 - - 275 0.142

Ceramic rails AlN - 27.5 3.26 250 0.296
Rail glue Acrylic - 42.6 1.00 25 0.006

Regions w/ rails - - - - 664.35 0.856
Average (no SMDs) - - - - - 0.696
SMDs - - - - - 0.129

87 SMDs 0402 Ceramic 2.82 11.16 2.6 445† 0.052
1 SMD 0603 Ceramic 0.083 11.16 2.6 800 0.003
2 Connectors Various 9.5 - - 1150 0.054
Flex cable Various 25.8 - - 68 0.020

Average (w/ SMDs) - - - - - 0.825
ROC0 LIN average - - - - - 0.892

7 SMDs 0402 Ceramic 0.776 11.16 2.6 466† 0.058
Connector Various 15.4 - - 1150 0.088
Flex cable Various 33.7 - - 68 0.026
HDI traces Cu 92 12.86 8.96 23 0.147

ROC2 LIN average - - - - - 0.753
5 SMDs 0402 Ceramic 0.766 11.16 2.6 452† 0.040
1 SMD 0603 Ceramic 1.961 11.16 2.6 800 0.037
HDI traces Cu 65 12.86 8.96 23 0.104

across the layers, but varies strongly between the ROC0 and ROC2 linear front-end regions, with trace
densities of 92% and 64%, respectively. The fractional radiation lengths of the ZIF connectors used
for data transfer and power chaining and the data flex cable have been estimated from manufacturer
documentation, with a detailed breakdown provided in appendix A.
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Discrete components, such as connectors, surface-mount devices (SMDs) and bump bonds, were
“smeared” across the entire surface to provide a global average estimate. The module rails cover
approximately half of the pixel matrix area of the module, and extend beyond the boundaries of the
pixel matrix; this area was ignored in these estimates for the purposes of this study, since only the
region covered by the pixel matrix can be investigated using our method. The final average 𝑥/𝑋0

over the entire module is estimated as 0.825%. For local regions with no contributions from SMDs,
intermediate totals with and without contributions from module rails have been estimated as 0.856%
and 0.553%, respectively. The region within the HV wirebond hole on ROC2 has an estimated 𝑥/𝑋0

of 0.394%, with contributions only from the ROC, sensor, and bump bonds.
Due to the significant differences in HDI components above the two regions accessible in this

measurement, separate 𝑥/𝑋0 estimates have been calculated for the ROC0 and ROC2 linear regions
of 0.892% and 0.753%, respectively.

An estimate calculated from the material breakdown provided for the CMS Phase-0 pixel detector
in ref. [24] yields an 𝑥/𝑋0 of 0.68% for the module stack, not including any cabling or support
structures. Reference [25] provides an estimate of 0.8% for a Layer 2 Phase-1 pixel module, excluding
the cable. These figures are comparable to the 0.668% average obtained for the TBPX prototype
module when neglecting the rails (support structures) and flex cable.

2 Experimental design and preparation

Here we present a method to study the fractional radiation length topology of a tracker pixel module
by the characterisation of multiple scattering behaviour in a test beam at a suitable energy range. The
prototype module is positioned as the centre plane of a three-plane telescope, serving the dual purpose
of device-under-test and as the central detector for three-point deflection tracking. Two MALTA
(Monolithic pixel detectors from ALICE to ATLAS) prototype sensors [26–28] with 512 × 512
pixels of size 36.4 µm × 36.4 µm were used as the first and last plane due to their small thickness
and material budget. The planes were separated by a nominal distance of 5 cm, and a scintillator
directly behind the third plane provided triggering.

2.1 Accessible energy range for measurements

The multiple scattering behaviour predicted by the Highland formula was investigated to determine
appropriate beam and telescope parameters. A positron beam was selected due to the availability
of high-purity low-energy beams of this type at the Paul Scherrer Institut (PSI) PiE1 experimental
area [29]. Figure 2 shows the projected standard deviation of the multiple scattering distribution on
the final MALTA plane for a range of positron beam energies, for the entire module and for only
the ROC and sensor (as would be observed within the HV hole on ROC2), given the estimates in
table 1. Beam energies of 40 MeV and 65 MeV were selected for study, representing relatively central
points within the phase space of energies suitable for the measurement with the desired telescope
spacing, as demonstrated in figure 2.

2.2 Module verification and calibration

Verification and calibration of the linear front-end regions of the prototype module prior to installation
in the telescope followed the precedent of ref. [21]. Characterisations found no noisy or dead pixels,

– 6 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
1
0
0
2
3

106 107 108 109 1010

Beam energy (eV)

100

101

102

103

104

105

106

1 Sc
at

te
ri
ng

 F
W

H
M

 (
M

A
LT

A
 p

ix
el

 p
it
ch

es
)

10

10

0

101

102

103

104

105
1 cm
2 cm
5 cm

10 cm
20 cm

40 MeV, 5 cm
65 MeV, 5 cm
FWHM = pixel width
FWHM = sensor width

M
ul

ti
pl

e 
sc

at
te

ri
ng

 
(µ

m
)

(a) 𝑥/𝑋0 = 0.825% (average over all components).

106 107 108 109 1010

Beam energy (eV)

100

101

102

103

104

10

10

0

101

102

103

104

105

M
ul

ti
pl

e 
sc

at
te

ri
ng

 
(µ

m
)

1 cm
2 cm
5 cm

10 cm
20 cm

40 MeV, 5 cm
65 MeV, 5 cm
FWHM = pixel width
FWHM = sensor width

1

S
ca

tt
e

ri
n

g
 F

W
H

M
 (

M
A

LT
A

 p
ix

e
l p

itc
h

e
s)

(b) 𝑥/𝑋0 = 0.394% (ROC+sensor only).

Figure 2. Dependence of the standard deviation of the multiple scattering distribution (in terms of transverse
deflection at the third plane) on the positron beam energy, as predicted by the Highland formula, for several
inter-plane spacings. Distances corresponding to a scattering distribution with full-width-half-maximum
(FWHM) equal to a pixel-width and sensor-width for the final MALTA plane represent the boundaries on 𝜎 to
obtain resolvable Gaussian distributions, and are marked as horizontal dotted lines for comparison. The two
energies and telescope spacings utilised in this study are highlighted.
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Figure 3. Threshold and noise profiles for the linear (LIN) front-end of ROC0 and ROC2. The dashed line
shows the target threshold of 3000 𝑒− .

and the threshold was tuned to a final target of 3000 𝑒−, corresponding to a calibration voltage gap
of around 260ΔVCal generating a deposited charge using the internal calibration circuitry. The
conversion between ΔVCal and electrons follows a linear model derived from the injection capacitance
and digital-to-analogue converter resolution [30]. The final threshold and noise distributions are
shown in figure 3. The achieved threshold averaged slightly below the target value, but was deemed
suitable for the purposes of the measurements made during this study.

An X-ray characterisation was performed in a uniform X-ray flux from a Seifert X-ray chamber
operating at 60 kV and 30 mA. During the test 108 triggers were sent, corresponding to a mean
occupancy of ∼104 hits per pixel. The resulting map in figure 4 shows no unresponsive pixels, and
allows identification of the key areas of interest on the two ROCs. The correspondence between the
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Figure 4. X-ray characterisation for the linear front-end of ROC0 and ROC2 of the prototype module performed
in a Seifert X-ray chamber operating at a voltage of 60 kV and current of 30 mA. Pixel occupancies for each
region are shown relative to the module frame of reference, and each ROC is annotated with the respective pixel
coordinate system of the chip.

local coordinate system for each ROC (which will be used henceforth since each ROC is measured
independently in this study) and the module layout is shown.

2.3 Data acquisition and trigger logic

During the experiment the prototype module was read out using a modified version of the Phase-2
Acquisition and Control Framework (Ph2ACF), the standard DAQ software used to read out Phase-2
CMS tracker hardware [30]. Data acquisition utilised a CERN FC7 FPGA board, with mounting
mechanics and electrical connections as shown in figure 5. The MALTA planes were each connected to a
Xilinx VC707 FPGA evaluation board, and read out using the MALTA DAQ software and firmware [26].

Trigger signals were generated from a scintillating detector placed downstream of the telescope,
and distributed to all planes using a modified implementation of the MALTA Trigger Logic Unit
(TLU) on a Xilinx KC705 FPGA evaluation board. Due to the lack of a more comprehensive trigger
system compatible with both the MALTA and RD53A readout systems at the time, no global trigger
counter could be distributed, and trigger desynchronisation between planes posed a potential danger.
The trigger latency for the prototype module was measured to be 825–900 ns, as determined on-site
using a strontium-90 source. The latency was set to 36 LHC bunch crossings, with four consecutive
25 ns bunch crossings read out per trigger.

3 Data collection and quality

Data were collected at the PSI PiE1 facility in December 2021 at the selected beam energies of 40 MeV
and 65 MeV, with a configured momentum resolution of 0.4% FWHM (full-width-half-maximum)
and a beam spot diameter of approximately 5 mm. Four geometric configurations (two per ROC)
allowed beam coverage over a larger region of each ROC. A total of 290 million triggers was collected
for the ROC2 configurations, and 340 million for ROC0.

– 8 –
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Figure 5. Mounting mechanics for the prototype module. One ROC was exposed and measured at a time, and
two sets of mounting holes allowed for the centering of each ROC within the telescope.

3.1 Event preselection

Events were required to contain exactly one cluster1 per plane to ensure only a single valid track is
present per selected event. O(10) noisy pixels in each MALTA plane were identified and masked
prior to data collection. The MALTA sensors were configured with an active region defined as
rows 120–400 and columns 140–420 in the first plane, and adjusted to match the shadow of the
scintillator in the third plane (which was slightly smaller than the active region of the plane), ensuring
a sharp boundary on the geometric acceptance as required for the corrections described in section 4.2.
The applied constraints resulted in a preselection efficiency of 7–10% for each run, depending on
geometry and beam spot quality.

3.2 Trigger synchronisation

The lack of a global trigger counter or tag communicated by the TLU to all planes made it possible
for the event data streams to desynchronise upon loss of a single trigger (or sequence of triggers)
in one of the three planes. This results in data corruption due to events consisting of mismatched
triggers, and was observed in ∼29% of runs taken, corresponding to over 182 million events (prior to
the above mentioned pre-processing constraints). An offline algorithm utilising correlations between
the spatial positions of clusters in the planes was developed to detect and correct desynchronisation.
For each set of correlated axes between a pair of planes, the correlation coefficient (𝑅2) (𝑛) was
computed for each event 𝑛 cumulatively as

(𝑅2) (𝑛) =

(
𝑆
(𝑛)
𝑥𝑦

)2

𝑆
(𝑛)
𝑥𝑥 · 𝑆 (𝑛)

𝑦𝑦

, (3.1)

1A cluster is here defined as a maximal set of pixels above threshold in a contiguous region, where contiguous pixels are
horizontally, vertically, or diagonally adjacent to another pixel in the region. These hits are assumed to originate from the
passage of a single particle through the sensor.
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to negative values.

Figure 6. Correlation plot and coefficients for correlations between the 𝑥-axes of plane 0 and plane 1 in run 911
(ROC2, 40 MeV beam energy), which suffered desynchronisation after ∼ 88 · 103 preselected events.

where 𝑆
(𝑛)
𝑎𝑏

=
∑𝑛

𝑖=1(𝑎𝑖 − �̄�) (𝑏𝑖 − �̄�) is the sum of the products of the differences from the mean
of all hits up to 𝑛 in axes 𝑎 and 𝑏, and 𝑥 and 𝑦 represent one pair of correlated axes. A linear
fit to the current correlation was then compared to a window of 𝑘 future events to determine the
coefficient of determination of the window:

(𝑅2
window)

(𝑛)
= 1 −

𝑛+𝑘∑︁
𝑖=𝑛+1

(𝑦 (𝑖) − �̂� (𝑖) )2

(𝑦 (𝑖) − �̄�
(𝑛)
window)

2 . (3.2)

Here 𝑦 (𝑖) gives the position on the second correlated axis 𝑦 for an event 𝑖 within the window, �̂� (𝑖)

the expected position on axis 𝑦 given the linear fit and position on the first correlated axis 𝑥, and
�̄�
(𝑛)
window the mean position on axis 𝑦 for events within the window. The correlations and coefficients

for an example run are shown in figure 6.
A normalised indicator henceforth referred to as the stability was defined as

𝑠 (𝑛) =
1

(𝑅2) (𝑛)

〈
𝑑 (𝑅2) (𝑛)

𝑑𝑛

〉
window

≈
(𝑅2

window)
(𝑛) − (𝑅2) (𝑛)

(𝑅2) (𝑛)
, (3.3)

and proved a robust indicator of desynchronisation, with local variations generally bounded by ±0.5
about a nominal stable equilibrium at 𝑠 = 0 for well-correlated data. On desynchronisation, a rapid tran-
sition to a new equilibrium centred at approximately 𝑠∗ = −2 is observed, and the variance of the stability
increases as more uncorrelated data is added, as may be seen in figure 7 for an example run. On deteriora-
tion of 𝑠 at an event 𝑛 such that 𝑠 (𝑛)−𝑠 (𝑛) > 𝑡 for an adjustable threshold 𝑡, desynchronisation is assumed
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Figure 7. Evolution of the stability 𝑠 for all six correlations of run 911 (ROC2, 40 MeV beam energy).
Desynchronisation of all four correlations involving plane 2 occurs near entry 75 · 103, and of the remaining
correlations between plane 0 and plane 1 near entry 88 · 103. These desynchronisations are successfully
recovered by the resynchronisation process.

to have occurred later than event 𝑛−𝑘 , since the transition time for 𝑠 between the two equilibria is at most
the window width 𝑘 . Within this study, 𝑡 was chosen as 1, and a window width of 𝑘 = 500 was used.

An algorithm was developed to recover synchronisation by offsetting the trigger number in
the plane suffering desynchronisation forward or backward. First, correlations are scanned until
desynchronisation is detected at an event 𝑛. All events up to event 𝑛 − 𝑘 are marked as synchronised.
Synchronisation recovery is attempted on events starting from event 𝑛 + 𝑘 . The following is repeated
for 𝑟 = ±𝑖 · 𝑐 where 𝑖 ∈ Z up to some maximal number of retries 𝑖max and 𝑐 is an offset multiplier:

1. Reindex triggers in the desynchronised plane as 𝑛 → 𝑛 + 𝑟.

2. Compute the next window starting from event 𝑛+𝑘 , and check if 𝑠 (𝑛+𝑘 ) meets the synchronisation
criterion. If so, keep the current reindexing, and continue the scan. Otherwise retry with the
next value of 𝑟 .

The algorithm achieved an 18.8% increase in total yield, with improvements variable between
energies and geometries, dependent on the extent and type of desynchronisation. Recovery of
synchronisation succeeded for 96% of all desynchronisations involving plane 0 or 2, with the remainder
occurring too early. No desynchronisations of plane 1 could be recovered. No biases or inconsistencies
were observed in the recovered datasets.

The main cause of desynchronisation in planes 0 and 2 was an issue with the MALTA DAQ
software at the time, in which corrupted data packets with the bunch crossing counter equal to 0
could trigger an overflow of the 12-bit counter. Since the MALTA DAQ system only transmitted
data for triggers with hit pixels (and thus empty events were inserted for missing bunch crossing
counter values), this resulted in the insertion of 4096 empty events for the affected plane. In these
cases, the algorithm was successfully used with values of 𝑐 = 4096 and a maximum of 128 retries
to resynchronise most runs affected by this.

In a small number of cases, plane 1 desynchronised from the others, and all cases of this occurred
very early in the run, within the first O(10 – 100) events. This prevented the determination of a baseline
stability value for the algorithm and led to the resynchronisation process failing on these datasets.
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4 Analysis

The alignment of the planes was extracted by minimisation of residuals within the combined dataset
for each geometry. Alignment for a small sample of runs was cross-checked with the coarse alignment
method in the Proteus analysis framework [31]. No significant deviations between alignment methods
were noted, and rotations of planes about the beam axis were ≪ 1◦ in all cases.

The analysis of the multiple scattering data centred on two types of deflection angle extracted
from the datasets: the phi-invariant deflection angle in the global coordinate system, where phi is
defined as the angle about the beam axis, and the projection of the deflection on the 𝑥-𝑧 and 𝑦-𝑧
planes, where the 𝑥 and 𝑦 axes are taken from the local coordinate system of the central plane and
the positive 𝑧-axis is defined in the direction of the beam.

To provide a position-resolved map of 𝑥/𝑋0, the region of interest of the ROC forming the central
plane was divided into rectangular or polygonal subregions, and the extracted angles were separated
based on the subregion the particle had scattered in. For each subregion and extracted angle type an
appropriate distribution (as described in section 4.1) was fitted to a histogram of matching deflections.
The results of these separate fits were later combined to a single value as described in section 4.4.

4.1 Extraction of angles and fit strategy

Fits were performed using the RooFit framework [32]. A variable binning of 40–80 bins per sub-region
ensuring a minimal average occupancy of 250 entries per bin was adopted to ensure sufficient statistics,
and no fit was attempted in ROC subregions with less than 104 events.

The projected angle was computed directly from the two track segments (between the first and
second plane, and second and third plane). The resultant distribution matched the expected features
of the Moliére distribution, with a Gaussian core and two single-scatter tails ∝ 1/sin4 𝜃. A fit to a
double-sided crystal ball function (DSCB) consisting of a Gaussian core with two power-law tails
with variable exponent 𝑁 ≈ 4 was utilised [33].

The global angle was computed from the track segments using the cosine formula, and was
introduced in an attempt to mitigate the susceptibility of the projected angle fitting to some of the
issues described in the following sections. The expected distribution for the global angle does not
follow that of the projected angles, and is instead derived by assuming 𝜃𝑥 and 𝜃𝑦 to be approximately
independent Gaussian random variables N(𝜇, 𝜎) with mean 𝜇 and width 𝜎 for a range of the global
angle constrained to small values, giving 𝜃2 ≈ 𝜃2

𝑥 + 𝜃2
𝑦 . Additionally it is assumed that the mean

projected scattering angle 𝜇 is 0, allowing the sums of squares of the 𝑁 identical N(0, 𝜎) distributions
to be described as a single sigma-weighted chi-squared distribution 𝜎𝑁 · 𝜒2(𝑘 = 𝑁) with 𝑁 degrees
of freedom. A chi-squared distribution is a special case of the more general gamma distribution
Γ(𝛾, 𝛽) (with shape parameter 𝛾 and scale parameter 𝛽), with defining relation 𝜒2(𝑘) = Γ( 𝑘2 , 2). The
distribution of the square of the global scattering angle may thus be described as follows:

𝜃𝑘 ∼ 𝜎 · N (0, 1), (4.1)

𝜃2
𝑘 ∼ 𝜎2 · 𝜒2(1) = 𝜎2 · Γ

(
1
2
, 2
)
= Γ

(
1
2
, 2𝜎2

)
, (4.2)

𝜃2 ≈ 𝜃2
𝑥 + 𝜃2

𝑦 ∼ Γ(𝛾 = 1, 𝛽 = 2𝜎2), (4.3)

where in eqs. (4.1) and (4.2) the angular distribution 𝜃𝑘 generalises to both 𝜃𝑥 and 𝜃𝑦 .
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Figure 8. To build the active region correction for projected angles, a cone of all possible deflections
corresponding to the same incident vector and global deflection angle is drawn. For each axis, projected angles
are duplicated with opposite sign if the new projected angle would fall outside of the active region of the final
telescope plane (orange). Otherwise, they are not (blue).

However, 𝜃𝑥 and 𝜃𝑦 are not truly independent as they are related via a polar symmetry within
the underlying scattering mechanism. The condition on 𝛾 may be relaxed to allow the fitting method
to select a suitable number of effective degrees of freedom. To ensure the fitted value of 𝜎 scales
correctly with 𝛾, the expectation value of the distribution must be maintained. Using the expectation
value of the gamma distribution as given in eq. (4.4), the relation between 𝜎 and 𝛽 is refined as follows:

E [Γ(𝛾, 𝛽)] = 𝛾 · 𝛽, (4.4)
E
[
Γ(𝛾, 2𝜎2/𝛾)

]
= 2𝜎2. (4.5)

Thus both 𝛾 ∈ [0.5, 1] and 𝛽 can be fitted, and 𝜎 is extracted by the relation 𝜎 =

√︃
1
2𝛾𝛽. To ensure

the validity of the small angle approximation, 𝜃2 is constrained at an upper limit of 𝜃2 ≤ (𝜎𝑥 + 𝜎𝑦)2,
where 𝜎𝑥 and 𝜎𝑦 are the standard deviations of the projected distributions.

4.2 Active geometry corrections

Corrections to both the projected and global angle distributions were required in order to account for
inefficiencies in particular angle bins due to the spatial limits of the final telescope plane. In order
to do so, a geometric fiducial region was defined by considering the active region of the final plane.
This was generally defined by a combination of the limits of the active area within the MALTA plane
pixel matrix, and the shadow of the scintillator used for triggering on the final plane. Limits were
chosen conservatively to ensure clean boundaries of the active region.

In the case of the projected angle distribution, a discrete approach was taken on a per-event
basis. As shown in figure 8, a cone of all possible deflections sharing the same incident vector ®𝑢
and global deflection angle 𝜃 is drawn. For each projection plane, a check is made to determine if
the other projected angle within the same plane intersecting the cone is within the active region. If
it is, no correction is made. If not, this second angle is counted to account for the possibility that
such a deflection occurred but was not detected since it was outside of the region of acceptance of
the final plane. Since each polar deflection angle on the cone is equally likely, this method ensures
fair counting of deflections for which only one of the two possibilities would be detected, and thus
prevents undercounting of large deflection angles for hits close to the edges of the centre plane.
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Figure 9. In the case of the active region correction for global angles, the angles in the plane perpendicular to
the cone axis subtended by arcs describing trajectories within the active region of the final plane are summed to
give the probability of any event with the same incident vector and global deflection angle being accepted by the
telescope. In the case pictured, the probability is given as 𝑝inside = (𝜙1 + 𝜙2)/2𝜋.

The global angle correction was implemented as a weighting of each event by the inverse of
the probability of a deflection with the same incident vector and global angle traversing the active
region of the final plane. As demonstrated visually in figure 9, a cone with opening angle 𝜃 and axis
corresponding to the incident vector is intersected with the active region of the final plane. The sum of
subtended polar angles for arcs inside the active region within the plane of reference perpendicular to
the cone axis is then divided by 2𝜋 to give the probability that any deflection with the same incident
vector and global angle would be within the acceptance of the telescope.

4.3 Edge region corrections

A further set of corrections was necessitated by the conical beam spread through the telescope, as
shown in figure 10. Since the beam is not parallel, scatters through subregions close to the edge of
the central plane are subject to a shadow in the centre of the distribution. The non-parallel nature
of the beam causes undercounting of small-angle scatters close to the edge of the centre plane since
they will fall outside the active region of the final plane, compared to large angle scatters, which are
correctly accounted for by the 2D angle correction described in section 4.2.

In the case of the projected angle, a double-peaked distribution forms for subregions close to
the edge of the central plane, as is shown schematically in figure 10. The effect of this is shown
in figure 11, and leads to an overestimate of the fractional radiation length due to the peak of the
distribution being fit to lower values.

The inefficiency observed at small angles can be reasonably modelled as a suppressive Gaussian
contribution (due to the Gaussian nature of the beam). In order to correct for the effect, a composite
probability distribution function (PDF) was devised consisting of the summation of a DSCB distribution
with a variable weight negative Gaussian core sharing the mean of the former and restricted to
𝜎gaus ∈ [0.1, 1.2] · 𝜎DSCB. The PDF was clipped to positive values only, and is henceforth referred
to as an Anti-Gaussian + DSCB (AGDSCB).

The global angle distribution is pulled downward for small angles in these regions by the edge
effects described above. As a result, the distribution generally becomes non-monotonically-decreasing
(as would be required of a Γ-distribution with 𝛾 ∈ [0.5, 1]). The issue was partially mitigated
by removing all bins up to 𝑁bins/10 bins past the maximal value of the global angle distribution.
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for the DSCB fit corrects to 1.36% in the AGDSCB fit.

A careful manual optimisation identified this choice as successfully restricting the fit to a range
that is well modelled by a Γ-distribution, and yielded values of 𝜎 in close agreement with that
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Figure 12. 𝜃𝑥 and 𝜃 distributions, and corresponding AGDSCB and GammaPlus fits, for a subset of ROC2,
40 MeV data, within the single subregion defined by column ∈ [192, 200] and row ∈ [108, 120].

extracted from projected angle fits. The improved range selection and fit method is collectively
termed GammaPlus. Example AGDSCB and GammaPlus fits for a region near the centre of ROC2
for data taken at 40 MeV are shown in figure 12.

4.4 Combining projected and global angle fits

After the fitting of 𝜎 and the application of the inverse Highland formula for each of the 𝜃𝑥 , 𝜃𝑦 and
𝜃 distributions, these were combined as though they were equal-weight independent measurements,
despite the caveat of non-trivial correlations between the global and local angles. For each value, a
minimal fit quality cut corresponding to 𝜒2/ndf < 2 was applied, and only values of 𝑥/𝑋0 extracted
from fits meeting these criteria were combined.

4.5 Uncertainty estimates

Uncertainties on the value of 𝜎 for each distribution were taken directly from the output of Hesse
within RooFit, which inverts the second derivative matrix for the fit. These were combined with
the uncertainty from multiple scattering in air described below, and then propagated through the
inverse Highland formula in combination with the beam energy uncertainty to give a symmetric
uncertainty on 𝑥/𝑋0 for each subregion.

The expected worst-case spatial resolution of the MALTA planes, assuming all clusters only
contain one hit, is 36.4/

√
12 ≈ 10.5 µm. Since the Gaussian 𝜎 of the scattering distribution for the

smallest expected value of 𝑥/𝑋0 is ∼519 µm as shown previously in figure 2(b), the mean expected
uncertainty on each angle for this region from the MALTA plane resolution is 2% in this worst-case
region, and much less in regions of greater material content. Since this is small compared to the
other uncertainties mentioned here, it has been neglected.

Beam energy spread
The beam energy loss and spread in the first telescope plane were computed from the Landau-
Vavilov distribution for each beam energy, and the estimated beam momentum spread of 0.8%
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and characterised by the fractional radiation length (𝑥/𝑋0)air of each, with a corresponding RMS scattering
angle Θair. For the event shown, 𝜃true gives the true scattering angle through the centre plane, and 𝜃meas gives
the angle measured in the analysis. The transverse extent of the scattering is visually exaggerated.

FWHM2 [34–36]. The most probable energy loss was subtracted from the nominal beam energy,
and the momentum resolution and energy spread were combined to form the uncertainty on
the beam energy. The energy spread caused by the first telescope plane contributed 5% of the
total energy uncertainty for the 40 MeV configuration and 3% for the 65 MeV configuration,
indicating that the width of the beam momentum band comprised the dominant energy uncertainty
contribution, rather than the material content of the first plane.

Multiple scattering in air
Multiple scattering of the traversing particle in air within the telescope results in an offset from
the true extracted angle, as shown by the geometric arguments in figure 13. Assuming the
distribution of the multiple scattering in each region of air to be Gaussian with RMS scattering
angle Θair,𝑖 , the offset follows a Gaussian distribution with variance

E
[
Δ𝜃2] ≈ ∑︁

𝑖=1,2

(
1
2
Θair,𝑖

)2
. (4.6)

The value of Θair,𝑖 was computed from the radiation length of dry air at 1 atm, taken as
36.62 g/cm2 [37]. At 40 MeV, 5 cm of air produces a scattering angle distribution of width
2.7 mrad, corresponding to a total uncertainty from air of 1.9 mrad from eq. (4.6). Compared to
an expected scattering distribution of 28 mrad for an area of an 𝑥/𝑋0 of 1%, this constitutes

2This value was taken as a conservative estimate for a nominal bound configured to 0.4% due to difficulties in setting
such narrow acceptances correctly.
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a 7% uncertainty on the scattering angle. After propagation through the Highland formula,
the multiple scattering in air comprised the dominant uncertainty contribution in all ROC
subregions, constituting over 75% of the total uncertainty in subregions of moderate material
content 𝑥/𝑋0 ≲ 1%.

5 Results

Two different ROC subregion structures were used to group hits within the centre plane before fitting
regular rectangular subregions of dimension 8×12 pixels, and polygonal subregions defined as regions
of relatively uniform material composition (based on the X-ray measurements in figure 4).

5.1 Rectangular subregion fractional radiation length maps

Figure 14 shows maps for the ROC2 40 MeV dataset for all fitting methods, and the combined value.
The fitting methods generally agree very well, with only regions above the SMD components and
a small number of subregions on the right side of the AGDSCB fit for 𝜃𝑦 deviating by more than
one standard error between the methods.

The 40 MeV data are in agreement with the 65 MeV dataset within one standard deviation in
all regions except above the SMD components, and a comparison is provided in figure 15. The
stronger deviations above SMD components are attributed to the sharp edge between regions of vastly
different thickness within these subregions, especially in the case of those on the boundary of the HV
capacitor. This led to the deterioration of fits since several Gaussian cores of very different widths
(corresponding to subregions of different material thickness) were overlayed in the projected angle
distributions, preventing the extraction of a reliable value for Θ𝑥,𝑦 .

Combining data from both energies, subregions within the HV hole show an average 𝑥/𝑋0 of
(0.365± 0.05)%, which is in agreement with the estimated value of 0.394% in table 1. A contribution
of 0.3-0.4% from the module rails was observed from approximately row 105 upward, in agreement
with the estimated difference of 0.302% for regions with rails. The combined mean of (0.72± 0.05)%
matches well the estimated value of 0.753% for the ROC2 LIN region.

For both energies, the values of 𝑥/𝑋0 are gradually increasing toward the edges of the map
in regions that should be of uniform composition. Despite the countermeasures implemented and
discussed in section 4.3, residual edge effects appear to remain for subregions far from the centre of
the beam spot. These effects are difficult to quantify explicitly since non-uniformity in the material
content of the HDI within the accessible region of this ROC prevents the comparison of regions of
equal material content at the edges and centre of the beam spot. Consequently, this effect has not been
included as part of the quoted systematic uncertainties for the measurement.

The combined fits for ROC0 at 40 MeV are shown in figure 16, and the visible features match
the X-ray layouts well, with the SMD components and e-link connector clearly visible. However, the
residual edge effects appear much stronger, which we attribute to a narrower beam width during the
ROC0 40 MeV data-taking causing a widening of the band of angles suppressed. Despite this, the
global mean of 0.95 ± 0.09% remains in agreement with the ROC0 LIN estimated average of 0.892%.

The beam placement and size for the ROC0 65 MeV runs was later determined to have been quite
poor, and this was reflected by the quality of the AGDSCB fits and clear inflation of the fractional
radiation length values obtained using all fitting methods toward the edges of the measured region,
as shown in the combined value histogram provided in appendix B. Due to these issues, the data
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Figure 15. Deviation (given in number of standard errors) between 40 and 65 MeV combined results for ROC2.
Subregions without numeric value were not fitted in one or more of the datasets due to insufficient statistics.

0.7

0.8

0.9

1

0
x
/X

  
 [

%
]

(combined) [ROC0 40 MeV]
0

140 160 180 200 220 240 260
Column

0

20

40

60

80

100

120

140

160

180R
o

w

1.6
±0.1

1.54
±0.1

1.54
±0.1

1.5
±0.1

1.4
±0.1

1.5
±0.2

1.2
±0.09

1.16
±0.09

0.93
±0.08

0.84
±0.07

0.89
±0.08

0.89
±0.08

0.96
±0.08

0.98
±0.08

1.5
±0.1

1.37
±0.09

1.38
±0.09

1.3
±0.1

1.3
±0.1

1.29
±0.1

1.13
±0.08

1.18
±0.09

0.78
±0.07

0.8
±0.1

1.44
±0.1

0.98
±0.08

0.93
±0.08

1.07
±0.08

1.08
±0.08

1.08
±0.09

1.43
±0.1

1.4
±0.09

1.1
±0.1

1.3
±0.1

1.06
±0.09

0.89
±0.08

1
±0.08

0.88
±0.09

0.82
±0.09

0.82
±0.09

0.89
±0.08

0.93
±0.08

0.98
±0.08

1.15
±0.09

1.5
±0.1

1.38
±0.09

1.3
±0.1

1.3
±0.1

1.3
±0.1

1.3
±0.1

1.07
±0.08

0.97
±0.08

0.9
±0.1

0.83
±0.09

1.22
±0.09

1.09
±0.08

0.9
±0.08

1
±0.08

1.13
±0.09

0.91
±0.08

0.83
±0.09

0.81
±0.09

0.8
±0.09

0.79
±0.09

0.78
±0.07

0.7
±0.1

0.69
±0.08

0.85
±0.09

0.85
±0.09

1.07
±0.08

1.04
±0.08

0.91
±0.08

1.01
±0.08

1.07
±0.08

0.94
±0.08

0.84
±0.09

0.81
±0.09

0.81
±0.09

0.8
±0.1

0.8
±0.09

0.72
±0.08

0.71
±0.08

0.84
±0.09

0.86
±0.09

0.89
±0.08

0.88
±0.08

0.94
±0.08

0.99
±0.08

1.06
±0.08

0.9
±0.08

0.83
±0.09

0.82
±0.09

0.8
±0.09

0.79
±0.09

0.8
±0.09

0.72
±0.08

0.71
±0.08

0.87
±0.09

0.87
±0.09

0.89
±0.08

0.9
±0.08

0.95
±0.08

0.99
±0.08

1.06
±0.08

0.87
±0.08

0.83
±0.09

0.82
±0.09

0.8
±0.09

0.8
±0.09

0.79
±0.09

0.72
±0.08

0.73
±0.08

1.6
±0.1

0.86
±0.09

1.6
±0.1

1.27
±0.09

0.94
±0.08

0.99
±0.08

1.03
±0.08

0.89
±0.08

0.78
±0.09

0.77
±0.09

0.8
±0.1

0.74
±0.08

0.75
±0.09

0.68
±0.08

0.68
±0.08

0.98
±0.08

0.86
±0.09

0.87
±0.07

0.95
±0.08

0.93
±0.08

0.97
±0.08

1.04
±0.08

0.89
±0.08

0.81
±0.09

0.78
±0.09

0.77
±0.09

0.8
±0.1

0.75
±0.09

0.67
±0.08

0.72
±0.08

1.14
±0.09

0.91
±0.09

0.88
±0.09

0.91
±0.08

0.94
±0.08

0.98
±0.08

1.08
±0.08

0.83
±0.07

0.75
±0.09

0.73
±0.08

0.72
±0.08

0.71
±0.08

0.7
±0.08

0.64
±0.08

0.7
±0.08

0.85
±0.09

0.87
±0.09

0.87
±0.07

0.92
±0.08

0.95
±0.08

1.01
±0.08

1.07
±0.08

0.9
±0.08

0.81
±0.09

0.78
±0.09

0.76
±0.09

0.75
±0.09

0.74
±0.08

0.67
±0.08

0.73
±0.08

0.89
±0.09

0.88
±0.09

0.89
±0.08

0.92
±0.08

0.94
±0.08

0.99
±0.08

1.12
±0.08

0.89
±0.08

0.83
±0.09

0.82
±0.09

0.79
±0.09

0.77
±0.09

0.77
±0.09

0.69
±0.08

0.76
±0.09

0.9
±0.09

0.88
±0.09

1.7
±0.1

1.29
±0.09

0.96
±0.08

1.1
±0.08

1.16
±0.09

0.9
±0.08

0.84
±0.09

0.8
±0.09

0.8
±0.1

0.79
±0.09

0.78
±0.09

0.69
±0.07

0.8
±0.1

0.91
±0.09

0.9
±0.1

0.94
±0.08

0.98
±0.08

1.04
±0.08

1.1
±0.08

1.18
±0.09

0.93
±0.08

0.87
±0.09

0.9
±0.1

0.8
±0.1

0.8
±0.1

0.8
±0.1

0.7
±0.1

0.8
±0.1

0.9
±0.1

0.85
±0.09

1.47
±0.1

1.26
±0.1

1.03
±0.09

1.15
±0.09

1.3
±0.1

0.92
±0.08

0.87
±0.09

0.9
±0.1

0.9
±0.1

0.8
±0.1

0.73
±0.09

0.7
±0.1

0.8
±0.1

0.86
±0.09

0.88
±0.09

1.07
±0.08

1.16
±0.09

0.94
±0.08

1
±0.09

0.98
±0.08

0.92
±0.09

0.9
±0.1

0.9
±0.1

0.8
±0.1

0.78
±0.09

0.69
±0.08

0.8
±0.1

1
±0.1

0.88
±0.09

0.95
±0.08

1.1
±0.08

1.09
±0.08

0.67
±0.07

Global mean

0.95 ± 0.090
x/X

Figure 16. Combined value radiation length map of ROC0 at 40 MeV. Empty subregions were not fitted due to
insufficient statistics. Inflation of 𝑥/𝑋0 by up to 0.2 percentage points due to edge effects accentuated by the use
of a narrower beam compared to the ROC2 measurements is visible in the outermost subregions.
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(a) ROC2, 40+65 MeV, data in appendix B, table 4.
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(b) ROC0, 40 MeV only, data in appendix B, table 5.

Figure 17. Fractional radiation length maps for polygonal regions of uniform material on the RD53A prototype
module derived from GammaPlus fits of the global angle distributions in these regions. The numeric labels
in each subregion identify these in the data tables in appendix C. Empty subregions were not fitted due to
insufficient statistics.

recorded with a beam energy of 65 MeV was not used for a combined measurement map in section 5.2
and instead only the 40 MeV dataset was considered. Results for this dataset and further results for
the ROC2 65 MeV dataset are included in appendix B.

5.2 Fractional radiation length by region of uniform material composition

The aforementioned issues with boundaries between regions of different material composition in
rectangular subregions motivated maps with polygonal subregions of approximately uniform material
content as shown in figure 17. For each subregion, all events passing through pixels with the geometric
centre of the pixel enclosed within the polygonal subregion were considered in the fit. The global
angle distribution was determined to cope best with the non-rectangular nature of the subregions
as opposed to the projected distributions, which deteriorated signficantly in quality for very narrow
subregions. This is assumed to be due to the inherent directionality of the projected distributions,
which respond to hard material boundaries perpendicular to the projection axis, whilst the global
angle is invariant under a rotation about the beam axis, and appears to hence be less susceptible to
directional effects. The minimum statistics per subregion was reduced to 4000.

A comparison of key subregions to the estimates in section 1.3 is provided in table 2. For
both ROCs, measured and estimated values agree within uncertainties for subregions selected as
representative of the Sensor + ROC, HDI, and module rails. These subregions were chosen close
to the centre of the beam spot to reduce the impact of residual edge effects, and in areas where the
X-ray map showed no SMD components or other obstructions.
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Table 2. Comparison of estimated fractional radiation length to measurements for selected sample subregions
on ROC0 and ROC2. Sample subregions were chosen close to the centre of the beam spot to limit bias from
residual edge effects.

Region
Estimated ROC2 ROC0
𝑥/𝑋0 (%) Subr. 𝑥/𝑋0 (%) Dev. (𝜎) Subr. 𝑥/𝑋0 (%) Dev. (𝜎)

Sensor + ROC 0.394 76 0.37 ± 0.06 −0.40 - - -
. . . + HDI 0.553 81 0.56 ± 0.08 +0.09 70 0.63 ± 0.11 +0.70
. . . + Rails 0.856 52 0.85 ± 0.09 −0.07 49 0.90 ± 0.13 +0.34

PCB Trace 0.049–0.056 70, 71 0.04 ± 0.07 −0.13 48, 35 0.06 ± 0.14 +0.03

In order to investigate the local precision of the measurement, neighbouring subregions differing
only by a single trace layer in the HDI were selected for each ROC and compared to the estimated
single trace contribution of 0.049–0.056%. In both cases the measurement matched the trace thickness
to 13% of the standard error or less, potentially indicating substantially better local precision than
would be assumed from the uncertainties estimated in this study. This behaviour is also observed
for the central regions of ROC0, indicating that the uncertainty due to multiple scattering in air may
be significantly less than estimated toward the centre of the beamspot. In general, the uncertainty
from multiple scattering in air derived above appears to be overestimated when compared to the
local variability between regions of similar material content, and an improved treatment of this
uncertainty would be desirable. Deriving an improved uncertainty treatment would likely have required
either reference measurements of objects of known fractional radiation length during data-taking,
or dedicated simulations of scattering behaviour within the telescope, neither of which were within
the scope of this work.

6 Conclusion

A technique has been developed to quantify the material content of a hybrid pixel module via
measurement of the multiple scattering of an MeV-range positron beam in a three-plane telescope.
Measured values of the fractional radiation length for key regions agree with estimates based on the
known composition of the module. Combining the 40 and 65 MeV datasets for ROC2 gives an average
value of the fractional radiation length of (0.72 ± 0.05)% across the surface, and (0.95 ± 0.09)% is
obtained for ROC0 using only the 40 MeV runs. These measurements match the dedicated predictions
for each region to within 4.4% and 6.5%, respectively. Differences between the two ROC front-ends
may be traced back to the material composition of each region, in particular the SMD connector on
ROC0 and the lower density of copper traces in the section of the HDI visible within the ROC2 region.

Alongside these results, a statistical method for the detection and correction of trigger desynchro-
nisation in multi-plane telescopes utilising inter-plane correlations was developed, and was able to
recover 96% of all runs in which one of the MALTA planes desynchronised, leading to an 18.8%
increase in total event yield. An analysis strategy utilising different fitting methods on the projected
and global deflection angles was devised, and corrections due to the geometric limits of the sensor
geometry and edge effects due to beam shape were implemented.
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6.1 Limitations of this technique and proposed improvements for future measurements

Several limitations were observed in the measurements, the most influential being residual edge effects
persisting despite the introduction of the corrections described in section 4.3. The need for both types
of corrections introduced in sections 4.2 and 4.3 could be mitigated by adding a 2D translation stage
to allow the adjustment of the position of the central plane between runs.

Multiple scattering in air and the beam energy spread dominated the uncertainties in most
subregions, indicating that the precision of similar measurements will likely be limited by the telescope
and beam properties rather than the achievable statistics. The strongest increase in precision is expected
to be achievable through a reduction of the width of the momentum band of the beam, of the inter-plane
spacing within the telescope, or of the fractional radiation length of the inter-plane medium3.

6.2 Outlook

The measurements presented bode well for the design of the CMS RD53A quad modules investigated.
Measured values of the fractional radiation length match well with estimates used during the design
phase of the new modules, and highlight areas which could be targeted for further reductions. In
particular, the module rails contribute a substantial proportion of the total material budget at 17.2%
once averaged over the entire module surface, and a new technique to allow the removal of the rails is
currently being investigated. Overall, these modules make a key contribution toward ensuring the
material budget target of an 𝑥/𝑋0 of 2.5% for the CMS Phase-2 pixel layers is met [38], and toward the
overall goals of maximising vertex resolution and minimising detector material to ensure the detector
is ready for the unprecedented operating environment of the HL-LHC.
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A Molex® ZIF connector and flex cable material budget estimates

The fractional radiation length estimate for the Molex® 33-pin ZIF connector and flex cable used within
the TBPX prototype module HDI design is provided in table 3. The estimates were derived from man-
ufacturer data by smearing volumetric estimates of the material content across the cross-sectional area.

3For example, using a low-Z gas such as helium rather than air: 𝑋0,He (cm) ≈ 18 ·𝑋0,air (cm) under laboratory conditions.
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Table 3. Material budget estimate for the Molex® 33-pin 0.3 mm-pitch ZIF connector and flex cable, based on
design files and data sheets provided in refs. [39, 40].

Component Material 𝑋0 (cm) Est. ℎ × 𝑤 × 𝑑 (mm) 𝑉 (mm3) 𝑥/𝑋0 (%)

Housing Liquid Crystal Polymer 29 0.40 × 12 × 3.45 16.56 0.138

2× Tails Phosphor Bronze 1.41 0.15 × (1 × 0.8 + 0.5 × 2.5) 0.233 0.080

33× Nails Phosphor Bronze 1.41 0.1 × 0.1 × 2.6 0.0374 0.208

33× Terminals Phosphor Bronze 1.41 0.1 × 0.5 × 0.4 0.024 0.135

Cable contacts Cu, 67% layer density 1.436 0.035 × 2.5 × 10.2 0.598 0.010

Molex® ZIF conn. - - 1.15 × 12 × 3.45 - 0.571

Component Material 𝑋0 (cm) Est. ℎ (mm) 𝑥/𝑋0 (%)

Coverlay PI 29 0.025 0.0086

Traces Cu, 50% trace density 1.436 0.018 0.0627

Glues Acrylic 42.6 0.025 0.0059

Molex® flex - - 0.068 0.0772

B Additional rectangular-binned datasets

Additional rectangular-binned combined measurement maps are provided here for both ROC0 and
ROC2 to complement the data and comparisons presented in section 5.1.
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Figure 18. Combined value fractional radiation length map of ROC2 at 65 MeV. Empty subregions were not
fitted due to insufficient statistics.
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Figure 19. Combined value fractional radiation length map of ROC0 at 65 MeV. Empty subregions were not
fitted due to insufficient statistics. Misalignment of the beam spot during these runs resulted in strong edge-bias
effects across the entire dataset, and the data were not used in the final estimates.

C Data tables for regions of uniform composition

This appendix provides data tables to complement the polygonal maps in section 5.2, and is designed to
facilitate the easy look-up of fractional radiation length values for key regions of the RD53A prototype
module, as given by a global angle fit using the GammaPlus method.

Table 4. Table of numeric values for ROC2 polygonal subregions to complement figure 17(a). For each
polygonal subregion, combined and individual values of 𝑥/𝑋0 are tabulated for the 40 and 65 MeV datasets, and
the deviation between the two is given in standard errors. Additionally, the fit quality (𝜒2/ndof) and statistics in
each subregion are provided.

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
1 - - 2.6 · 103 - - 2.6 · 103 - -
2 - - 3.4 · 103 - - 3.4 · 103 - -
3 1.29 ± 0.16 1.06 8.4 · 103 - - 8.4 · 103 1.29 ± 0.16 -
4 1.09 ± 0.16 0.8 4.3 · 103 - - 4.3 · 103 1.09 ± 0.16 -
5 1.01 ± 0.14 1.38 7.0 · 103 - - 7.0 · 103 1.01 ± 0.14 -
6 1.12 ± 0.15 0.8 7.0 · 103 - - 7.0 · 103 1.12 ± 0.15 -
7 1.13 ± 0.15 1.2 4.1 · 104 - - 4.1 · 104 1.13 ± 0.15 -
8 1.27 ± 0.16 1.48 1.0 · 104 - - 1.0 · 104 1.27 ± 0.16 -
9 1.10 ± 0.15 0.97 6.2 · 103 - - 6.2 · 103 1.10 ± 0.15 -
10 1.09 ± 0.15 1.41 8.7 · 103 - - 8.7 · 103 1.09 ± 0.15 -
11 1.20 ± 0.16 0.85 5.8 · 103 - - 5.8 · 103 1.20 ± 0.16 -
12 1.05 ± 0.15 1.6 4.9 · 103 - - 4.9 · 103 1.05 ± 0.15 -
13 1.03 ± 0.15 0.98 4.2 · 103 - - 4.2 · 103 1.03 ± 0.15 -
14 - - 3.1 · 103 - - 3.1 · 103 - -
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Table 4. (continued)

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
15 0.87 ± 0.13 0.98 1.1 · 105 0.90 ± 0.13 1.02 1.1 · 105 0.89 ± 0.09 0.18
16 0.83 ± 0.13 0.93 5.3 · 104 0.85 ± 0.13 0.84 5.3 · 104 0.84 ± 0.09 0.13
17 0.86 ± 0.13 1.0 3.2 · 104 0.94 ± 0.14 1.24 3.2 · 104 0.90 ± 0.09 0.42
18 0.90 ± 0.13 0.96 1.1 · 105 0.93 ± 0.13 0.9 1.1 · 105 0.91 ± 0.09 0.16
19 0.84 ± 0.13 0.84 9.6 · 103 - - 9.6 · 103 0.84 ± 0.13 -
20 0.84 ± 0.13 1.11 1.8 · 104 - - 1.8 · 104 0.84 ± 0.13 -
21 0.86 ± 0.13 1.24 4.3 · 104 0.87 ± 0.14 0.87 4.3 · 104 0.87 ± 0.09 0.07
22 0.92 ± 0.13 1.06 4.2 · 105 0.92 ± 0.13 1.14 4.2 · 105 0.92 ± 0.09 −0.01
23 0.85 ± 0.13 0.94 1.1 · 104 - - 1.1 · 104 0.85 ± 0.13 -
24 0.87 ± 0.13 1.36 5.7 · 104 0.84 ± 0.13 1.15 5.7 · 104 0.86 ± 0.09 −0.17
25 1.97 ± 0.19 1.37 3.4 · 104 1.98 ± 0.19 1.28 3.4 · 104 1.97 ± 0.14 0.04
26 2.26 ± 0.22 0.94 6.3 · 104 2.25 ± 0.21 0.95 6.3 · 104 2.25 ± 0.15 −0.02
27 0.73 ± 0.12 1.21 3.3 · 104 0.80 ± 0.13 0.78 3.3 · 104 0.76 ± 0.09 0.41
28 1.89 ± 0.19 1.16 7.1 · 104 2.17 ± 0.20 0.85 7.1 · 104 2.02 ± 0.14 1.03
29 0.81 ± 0.13 1.12 5.7 · 104 0.85 ± 0.13 1.59 5.7 · 104 0.83 ± 0.09 0.2
30 0.76 ± 0.12 0.94 2.5 · 104 0.78 ± 0.13 0.81 2.5 · 104 0.77 ± 0.09 0.13
31 0.81 ± 0.13 1.14 1.3 · 105 0.84 ± 0.13 0.71 1.3 · 105 0.83 ± 0.09 0.19
32 0.82 ± 0.13 1.21 7.7 · 105 0.86 ± 0.13 1.08 7.7 · 105 0.84 ± 0.09 0.18
33 2.10 ± 0.21 1.18 7.4 · 104 2.20 ± 0.21 0.85 7.4 · 104 2.15 ± 0.15 0.31
34 0.86 ± 0.13 1.03 9.2 · 104 0.85 ± 0.13 0.82 9.2 · 104 0.85 ± 0.09 −0.09
35 2.38 ± 0.24 0.93 6.5 · 104 2.32 ± 0.21 1.07 6.5 · 104 2.35 ± 0.16 −0.2
36 0.80 ± 0.13 0.98 1.9 · 104 0.81 ± 0.13 1.48 1.9 · 104 0.81 ± 0.09 0.06
37 0.72 ± 0.12 0.64 3.1 · 104 0.74 ± 0.12 0.98 3.1 · 104 0.73 ± 0.09 0.14
38 0.79 ± 0.13 1.36 1.9 · 104 0.78 ± 0.12 0.75 1.9 · 104 0.79 ± 0.09 −0.06
39 0.76 ± 0.12 1.07 3.0 · 104 0.83 ± 0.13 0.79 3.0 · 104 0.80 ± 0.09 0.4
40 0.83 ± 0.13 1.15 2.0 · 105 0.85 ± 0.13 1.3 2.0 · 105 0.84 ± 0.09 0.16
41 0.75 ± 0.12 0.87 4.0 · 104 0.80 ± 0.13 1.04 4.0 · 104 0.77 ± 0.09 0.3
42 0.83 ± 0.13 0.84 3.0 · 105 0.87 ± 0.13 1.18 3.0 · 105 0.85 ± 0.09 0.23
43 0.77 ± 0.12 1.2 4.4 · 104 0.82 ± 0.13 1.0 4.4 · 104 0.79 ± 0.09 0.26
44 0.84 ± 0.13 1.46 5.1 · 105 0.87 ± 0.13 1.0 5.1 · 105 0.85 ± 0.09 0.16
45 0.88 ± 0.13 1.03 7.8 · 105 0.90 ± 0.13 1.27 7.8 · 105 0.89 ± 0.09 0.11
46 0.79 ± 0.12 0.75 5.0 · 104 0.82 ± 0.13 1.06 5.0 · 104 0.81 ± 0.09 0.22
47 0.89 ± 0.13 0.95 5.1 · 105 0.90 ± 0.13 0.85 5.1 · 105 0.89 ± 0.09 0.03
48 0.81 ± 0.13 1.0 4.5 · 104 0.82 ± 0.13 0.88 4.5 · 104 0.81 ± 0.09 0.07
49 0.78 ± 0.12 1.37 2.3 · 104 0.75 ± 0.12 1.16 2.3 · 104 0.76 ± 0.09 −0.13
50 0.82 ± 0.13 0.88 2.1 · 104 0.82 ± 0.13 1.35 2.1 · 104 0.82 ± 0.09 0.0
51 0.75 ± 0.12 0.79 1.3 · 106 0.77 ± 0.12 1.16 1.3 · 106 0.76 ± 0.09 0.1
52 0.84 ± 0.13 1.07 4.6 · 105 0.86 ± 0.13 1.12 4.6 · 105 0.85 ± 0.09 0.12
53 0.63 ± 0.11 1.33 1.1 · 104 0.58 ± 0.11 1.03 1.1 · 104 0.60 ± 0.08 −0.33
54 0.99 ± 0.14 0.94 1.2 · 104 1.09 ± 0.15 0.94 1.2 · 104 1.03 ± 0.10 0.48
55 0.48 ± 0.10 1.13 3.8 · 105 0.48 ± 0.10 1.54 3.8 · 105 0.48 ± 0.07 0.01
56 0.48 ± 0.10 1.56 2.7 · 105 0.49 ± 0.10 1.1 2.7 · 105 0.49 ± 0.07 0.06
57 0.41 ± 0.09 1.61 9.1 · 105 0.41 ± 0.09 1.87 9.1 · 105 0.41 ± 0.07 −0.03
58 0.49 ± 0.10 1.45 3.4 · 105 0.49 ± 0.10 1.18 3.4 · 105 0.49 ± 0.07 −0.04
59 1.07 ± 0.14 1.01 3.2 · 104 1.08 ± 0.15 1.0 3.2 · 104 1.07 ± 0.10 0.05
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Table 4. (continued)

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
60 0.65 ± 0.11 1.03 6.4 · 104 0.65 ± 0.11 1.05 6.4 · 104 0.65 ± 0.08 0.03
61 0.94 ± 0.14 1.1 3.7 · 104 0.93 ± 0.13 1.1 3.7 · 104 0.93 ± 0.10 −0.08
62 0.48 ± 0.10 1.37 1.9 · 105 0.47 ± 0.10 1.18 1.9 · 105 0.47 ± 0.07 −0.04
63 0.60 ± 0.11 1.41 3.8 · 105 0.60 ± 0.11 1.64 3.8 · 105 0.60 ± 0.08 0.04
64 0.45 ± 0.10 1.31 3.5 · 104 0.44 ± 0.10 1.05 3.5 · 104 0.44 ± 0.07 −0.12
65 0.43 ± 0.09 0.98 3.3 · 104 0.40 ± 0.09 1.24 3.3 · 104 0.42 ± 0.07 −0.24
66 0.56 ± 0.11 0.9 1.9 · 104 0.54 ± 0.11 0.75 1.9 · 104 0.55 ± 0.08 −0.17
67 0.55 ± 0.11 1.17 1.6 · 104 0.54 ± 0.11 0.91 1.6 · 104 0.54 ± 0.07 −0.05
68 0.54 ± 0.10 1.07 1.3 · 105 0.56 ± 0.11 0.81 1.3 · 105 0.55 ± 0.07 0.11
69 0.49 ± 0.10 1.29 5.9 · 105 0.51 ± 0.10 1.26 5.9 · 105 0.50 ± 0.07 0.12
70 0.54 ± 0.10 1.14 9.5 · 104 0.55 ± 0.11 1.04 9.5 · 104 0.55 ± 0.07 0.07
71 0.51 ± 0.10 1.36 7.2 · 105 0.52 ± 0.10 1.17 7.2 · 105 0.51 ± 0.07 0.07
72 0.50 ± 0.10 0.99 4.6 · 104 0.51 ± 0.10 1.12 4.6 · 104 0.50 ± 0.07 0.01
73 0.41 ± 0.09 1.1 3.4 · 105 0.41 ± 0.09 1.02 3.4 · 105 0.41 ± 0.07 0.02
74 0.68 ± 0.12 1.14 2.5 · 105 0.64 ± 0.11 0.77 2.5 · 105 0.66 ± 0.08 −0.21
75 0.48 ± 0.10 1.48 8.5 · 105 0.48 ± 0.10 1.61 8.5 · 105 0.48 ± 0.07 0.0
76 0.37 ± 0.09 1.71 9.8 · 105 0.37 ± 0.09 1.51 9.8 · 105 0.37 ± 0.06 0.01
77 0.49 ± 0.10 1.4 6.6 · 105 0.48 ± 0.10 1.17 6.6 · 105 0.48 ± 0.07 −0.02
78 0.55 ± 0.11 1.31 5.3 · 104 0.59 ± 0.11 1.12 5.3 · 104 0.57 ± 0.08 0.24
79 3.73 ± 0.28 0.71 2.9 · 105 3.95 ± 0.27 0.9 2.9 · 105 3.84 ± 0.20 0.55
80 0.54 ± 0.10 1.09 1.0 · 105 0.52 ± 0.10 1.25 1.0 · 105 0.53 ± 0.07 −0.15
81 0.57 ± 0.11 1.55 7.7 · 105 0.55 ± 0.10 0.87 7.7 · 105 0.56 ± 0.08 −0.12
82 0.42 ± 0.09 1.39 8.2 · 105 0.42 ± 0.09 1.23 8.2 · 105 0.42 ± 0.07 −0.02
83 0.42 ± 0.09 1.66 8.9 · 105 0.42 ± 0.09 1.51 8.9 · 105 0.42 ± 0.07 −0.07
84 0.53 ± 0.10 1.26 8.0 · 104 0.51 ± 0.10 0.92 8.0 · 104 0.52 ± 0.07 −0.14
85 0.65 ± 0.11 1.6 1.2 · 106 0.64 ± 0.11 1.28 1.2 · 106 0.64 ± 0.08 −0.09
86 0.72 ± 0.12 1.09 7.4 · 104 0.73 ± 0.12 1.1 7.4 · 104 0.73 ± 0.08 0.03
87 0.58 ± 0.11 1.38 1.8 · 104 0.59 ± 0.11 1.27 1.8 · 104 0.59 ± 0.08 0.04
88 0.67 ± 0.11 0.82 1.7 · 105 0.61 ± 0.11 0.91 1.7 · 105 0.64 ± 0.08 −0.41
89 0.62 ± 0.11 1.31 2.0 · 105 0.59 ± 0.11 1.07 2.0 · 105 0.60 ± 0.08 −0.18

Table 5. Table of numeric values for ROC0 polygonal subregions to complement figure 17(b). For each
polygonal subregion, combined and individual values of 𝑥/𝑋0 are tabulated for the 40 and 65 MeV datasets, and
the deviation between the two is given in standard errors. Due to the low quality of the 65 MeV dataset, the
values shown in figure 17(b) correspond to the 40 MeV dataset rather than the combined values. Additionally,
the fit quality (𝜒2/ndof) and statistics in each subregion are provided.

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
1 1.18 ± 0.15 1.42 1.2 · 104 - - 1.2 · 104 1.18 ± 0.15 -
2 1.34 ± 0.16 1.0 1.5 · 104 - - 1.5 · 104 1.34 ± 0.16 -
3 1.12 ± 0.15 1.01 2.0 · 104 1.07 ± 0.15 1.34 2.0 · 104 1.09 ± 0.11 −0.24
4 1.23 ± 0.15 1.15 3.2 · 104 1.06 ± 0.15 1.35 3.2 · 104 1.14 ± 0.11 −0.81
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Table 5. (continued)

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
5 1.17 ± 0.15 1.12 3.7 · 104 0.98 ± 0.14 1.19 3.7 · 104 1.07 ± 0.10 −0.9
6 1.17 ± 0.15 1.49 1.8 · 105 0.87 ± 0.13 1.35 1.8 · 105 1.00 ± 0.10 −1.53
7 1.15 ± 0.15 1.42 3.1 · 104 0.91 ± 0.13 1.12 3.1 · 104 1.02 ± 0.10 −1.22
8 1.11 ± 0.14 1.08 1.1 · 105 0.87 ± 0.13 1.1 1.1 · 105 0.98 ± 0.10 −1.21
9 1.23 ± 0.15 0.95 2.7 · 104 0.91 ± 0.13 1.36 2.7 · 104 1.05 ± 0.10 −1.6
10 1.29 ± 0.16 1.1 2.3 · 104 0.92 ± 0.13 1.36 2.3 · 104 1.07 ± 0.10 −1.78
11 1.28 ± 0.16 1.26 1.5 · 104 0.91 ± 0.13 1.44 1.5 · 104 1.07 ± 0.10 −1.78
12 1.22 ± 0.16 1.0 1.2 · 104 0.91 ± 0.13 0.79 1.2 · 104 1.04 ± 0.10 −1.52
13 1.30 ± 0.17 0.96 9.9 · 103 0.92 ± 0.13 1.2 9.9 · 103 1.06 ± 0.11 −1.77
14 0.89 ± 0.13 1.18 1.0 · 104 - - 1.0 · 104 0.89 ± 0.13 -
15 0.98 ± 0.14 0.92 5.3 · 104 1.22 ± 0.16 0.85 5.3 · 104 1.08 ± 0.10 1.14
16 0.91 ± 0.13 1.17 9.0 · 104 1.14 ± 0.15 1.06 9.0 · 104 1.01 ± 0.10 1.15
17 0.89 ± 0.13 1.04 8.2 · 103 - - 8.2 · 103 0.89 ± 0.13 -
18 0.97 ± 0.14 0.96 6.4 · 104 0.96 ± 0.14 1.21 6.4 · 104 0.96 ± 0.10 −0.03
19 0.94 ± 0.14 1.1 2.0 · 104 0.86 ± 0.13 1.0 2.0 · 104 0.89 ± 0.09 −0.43
20 1.01 ± 0.14 1.01 1.9 · 104 0.91 ± 0.13 1.05 1.9 · 104 0.95 ± 0.10 −0.5
21 1.02 ± 0.14 1.03 1.2 · 105 0.86 ± 0.13 1.07 1.2 · 105 0.94 ± 0.10 −0.85
22 0.99 ± 0.14 0.93 3.3 · 104 0.85 ± 0.13 1.0 3.3 · 104 0.91 ± 0.09 −0.71
23 0.88 ± 0.13 1.29 3.3 · 105 0.93 ± 0.13 1.33 3.3 · 105 0.90 ± 0.09 0.3
24 1.01 ± 0.14 0.75 4.2 · 104 0.87 ± 0.13 0.88 4.2 · 104 0.93 ± 0.10 −0.73
25 0.97 ± 0.14 1.03 1.2 · 105 0.92 ± 0.13 1.41 1.2 · 105 0.95 ± 0.10 −0.24
26 0.99 ± 0.14 0.77 4.7 · 105 0.98 ± 0.14 2.31 4.7 · 105 0.98 ± 0.10 −0.03
27 0.89 ± 0.13 1.19 1.1 · 105 1.79 ± 0.19 1.38 1.1 · 105 1.19 ± 0.11 3.92
28 0.90 ± 0.13 1.03 3.5 · 104 1.53 ± 0.19 1.56 3.5 · 104 1.10 ± 0.11 2.69
29 0.78 ± 0.13 1.22 6.8 · 103 - - 6.8 · 103 0.78 ± 0.13 -
30 1.88 ± 0.19 1.03 5.6 · 104 3.41 ± 0.28 0.98 5.6 · 104 2.36 ± 0.16 4.55
31 0.85 ± 0.13 1.58 2.2 · 104 - - 2.2 · 104 0.85 ± 0.13 -
32 0.92 ± 0.13 0.8 5.7 · 104 1.33 ± 0.16 0.96 5.7 · 104 1.08 ± 0.10 1.97
33 2.01 ± 0.19 1.05 8.7 · 104 3.27 ± 0.30 0.89 8.7 · 104 2.37 ± 0.16 3.52
34 0.87 ± 0.13 0.9 9.9 · 104 0.98 ± 0.14 1.05 9.9 · 104 0.92 ± 0.09 0.55
35 0.96 ± 0.14 0.99 1.6 · 105 1.02 ± 0.14 0.89 1.6 · 105 0.99 ± 0.10 0.3
36 0.93 ± 0.13 1.03 5.5 · 104 1.10 ± 0.15 0.96 5.5 · 104 1.01 ± 0.10 0.83
37 1.84 ± 0.18 1.07 9.8 · 104 2.41 ± 0.21 1.18 9.8 · 104 2.08 ± 0.14 1.99
38 2.09 ± 0.20 1.2 6.1 · 104 2.42 ± 0.21 0.8 6.1 · 104 2.24 ± 0.14 1.13
39 2.47 ± 0.26 1.1 5.2 · 104 2.54 ± 0.22 1.0 5.2 · 104 2.51 ± 0.17 0.2
40 0.80 ± 0.12 0.97 7.1 · 104 1.60 ± 0.18 1.0 7.1 · 104 1.07 ± 0.10 3.69
41 0.76 ± 0.12 1.09 2.9 · 104 - - 2.9 · 104 0.76 ± 0.12 -
42 0.83 ± 0.13 1.02 7.9 · 104 1.23 ± 0.16 1.11 7.9 · 104 0.99 ± 0.10 2.03
43 0.84 ± 0.13 0.76 4.9 · 105 1.48 ± 0.17 1.06 4.9 · 105 1.08 ± 0.10 3.07
44 0.79 ± 0.12 1.14 4.9 · 104 1.17 ± 0.15 1.03 4.9 · 104 0.94 ± 0.10 1.94
45 0.87 ± 0.13 1.03 8.8 · 105 1.22 ± 0.15 1.13 8.8 · 105 1.02 ± 0.10 1.78
46 0.84 ± 0.13 1.39 1.9 · 104 0.96 ± 0.14 1.44 1.9 · 104 0.89 ± 0.09 0.63
47 0.80 ± 0.12 1.08 5.3 · 104 0.98 ± 0.14 1.19 5.3 · 104 0.88 ± 0.09 0.97
48 0.90 ± 0.13 1.28 3.2 · 105 0.96 ± 0.14 0.88 3.2 · 105 0.93 ± 0.09 0.36
49 0.90 ± 0.13 1.61 3.5 · 105 1.01 ± 0.14 1.05 3.5 · 105 0.95 ± 0.10 0.59
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Table 5. (continued)

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
50 0.82 ± 0.13 1.01 3.4 · 104 0.90 ± 0.13 1.08 3.4 · 104 0.86 ± 0.09 0.41
51 0.84 ± 0.13 1.03 3.0 · 104 0.90 ± 0.13 1.12 3.0 · 104 0.87 ± 0.09 0.32
52 1.46 ± 0.17 1.06 9.2 · 103 1.63 ± 0.18 1.01 9.2 · 103 1.54 ± 0.12 0.66
53 1.36 ± 0.16 0.89 2.9 · 104 - - 2.9 · 104 1.36 ± 0.16 -
54 1.73 ± 0.18 1.07 1.9 · 105 3.59 ± 0.28 1.18 1.9 · 105 2.28 ± 0.15 5.58
55 0.81 ± 0.13 0.98 1.2 · 105 1.49 ± 0.17 1.13 1.2 · 105 1.05 ± 0.10 3.23
56 0.68 ± 0.12 0.98 2.3 · 105 1.27 ± 0.16 0.76 2.3 · 105 0.89 ± 0.09 3.02
57 0.84 ± 0.13 1.06 1.7 · 105 1.45 ± 0.17 1.35 1.7 · 105 1.07 ± 0.10 2.91
58 1.89 ± 0.19 1.06 1.2 · 105 2.87 ± 0.24 0.77 1.2 · 105 2.26 ± 0.15 3.23
59 0.55 ± 0.10 1.24 7.3 · 104 0.83 ± 0.13 0.95 7.3 · 104 0.66 ± 0.08 1.73
60 0.81 ± 0.13 0.85 1.1 · 105 1.19 ± 0.15 0.77 1.1 · 105 0.96 ± 0.10 1.92
61 0.85 ± 0.13 0.67 2.6 · 105 1.10 ± 0.14 1.14 2.6 · 105 0.96 ± 0.10 1.26
62 1.92 ± 0.19 0.84 1.1 · 105 2.77 ± 0.23 1.6 1.1 · 105 2.26 ± 0.15 2.81
63 0.78 ± 0.12 1.24 6.9 · 104 1.08 ± 0.14 1.05 6.9 · 104 0.91 ± 0.09 1.55
64 0.93 ± 0.13 1.5 6.6 · 105 0.99 ± 0.14 1.22 6.6 · 105 0.95 ± 0.10 0.31
65 1.03 ± 0.14 1.15 2.9 · 105 2.25 ± 0.21 0.94 2.9 · 105 1.42 ± 0.12 4.91
66 1.11 ± 0.15 0.92 5.5 · 104 2.56 ± 0.24 1.45 5.5 · 104 1.51 ± 0.12 5.23
67 1.95 ± 0.20 0.94 8.6 · 104 4.08 ± 0.32 1.0 8.6 · 104 2.54 ± 0.17 5.64
68 1.61 ± 0.17 0.98 1.3 · 105 3.68 ± 0.33 0.87 1.3 · 105 2.06 ± 0.15 5.56
69 0.67 ± 0.11 0.84 4.8 · 105 1.23 ± 0.15 0.97 4.8 · 105 0.87 ± 0.09 2.91
70 0.63 ± 0.11 1.26 1.3 · 105 1.02 ± 0.14 0.75 1.3 · 105 0.78 ± 0.09 2.17
71 0.65 ± 0.11 1.13 1.3 · 105 0.99 ± 0.14 1.18 1.3 · 105 0.79 ± 0.09 1.92
72 0.58 ± 0.11 0.95 1.2 · 105 0.88 ± 0.13 1.02 1.2 · 105 0.70 ± 0.08 1.8
73 0.66 ± 0.11 1.03 2.0 · 105 0.94 ± 0.13 1.1 2.0 · 105 0.78 ± 0.09 1.55
74 0.74 ± 0.12 1.55 9.8 · 105 0.94 ± 0.13 1.89 9.8 · 105 0.83 ± 0.09 1.12
75 1.37 ± 0.16 1.1 5.4 · 104 2.87 ± 0.25 1.25 5.4 · 104 1.83 ± 0.14 5.06
76 1.16 ± 0.15 1.17 5.7 · 104 2.51 ± 0.23 0.99 5.7 · 104 1.57 ± 0.12 4.93
77 1.30 ± 0.16 1.04 5.4 · 104 3.3 ± 0.4 1.25 5.4 · 104 1.60 ± 0.14 5.02
78 1.88 ± 0.20 0.94 8.7 · 104 3.67 ± 0.28 1.05 8.7 · 104 2.46 ± 0.16 5.2
79 1.53 ± 0.17 1.32 1.4 · 105 3.32 ± 0.26 0.96 1.4 · 105 2.07 ± 0.14 5.8
80 1.62 ± 0.18 1.13 1.3 · 105 3.57 ± 0.27 0.77 1.3 · 105 2.21 ± 0.15 6.11
81 1.21 ± 0.15 1.22 5.5 · 104 2.82 ± 0.25 1.29 5.5 · 104 1.66 ± 0.13 5.5
82 1.36 ± 0.16 1.07 5.0 · 104 3.21 ± 0.28 1.04 5.0 · 104 1.82 ± 0.14 5.79
83 1.17 ± 0.15 1.08 4.6 · 104 2.98 ± 0.35 0.91 4.6 · 104 1.45 ± 0.14 4.71
84 1.41 ± 0.16 0.96 3.7 · 104 3.15 ± 0.28 0.89 3.7 · 104 1.86 ± 0.14 5.4
85 1.75 ± 0.18 1.12 7.9 · 104 3.90 ± 0.30 1.17 7.9 · 104 2.33 ± 0.16 6.07
86 1.98 ± 0.21 0.95 6.0 · 104 3.62 ± 0.29 0.79 6.0 · 104 2.54 ± 0.17 4.63
87 1.57 ± 0.17 0.84 1.1 · 105 3.57 ± 0.27 1.03 1.1 · 105 2.14 ± 0.15 6.16
88 0.97 ± 0.14 1.47 7.1 · 105 2.28 ± 0.20 0.91 7.1 · 105 1.37 ± 0.11 5.31
89 0.83 ± 0.13 1.11 2.4 · 106 1.87 ± 0.18 1.21 2.4 · 106 1.17 ± 0.10 4.62
90 0.76 ± 0.12 0.88 6.7 · 105 1.50 ± 0.17 1.1 6.7 · 105 1.01 ± 0.10 3.6
91 0.88 ± 0.13 1.17 1.3 · 106 1.51 ± 0.17 1.39 1.3 · 106 1.11 ± 0.10 3.01
92 1.28 ± 0.16 1.01 3.0 · 104 - - 3.0 · 104 1.28 ± 0.16 -
93 1.47 ± 0.17 0.73 2.1 · 104 - - 2.1 · 104 1.47 ± 0.17 -
94 1.34 ± 0.16 1.02 1.4 · 104 - - 1.4 · 104 1.34 ± 0.16 -
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Table 5. (continued)

Subregion
40 MeV GammaPlus fit 65 MeV GammaPlus fit Combined 40/65 MeV

𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) 𝜒2/ndf Statistics 𝑥/𝑋0 (%) Dev. (𝜎)
95 1.78 ± 0.20 1.23 3.7 · 104 4.09 ± 0.35 0.94 3.7 · 104 2.36 ± 0.18 5.67
96 1.79 ± 0.20 1.42 1.6 · 104 - - 1.6 · 104 1.79 ± 0.20 -
97 1.76 ± 0.24 0.98 7.8 · 104 3.22 ± 0.26 1.56 7.8 · 104 2.44 ± 0.18 4.1
98 1.64 ± 0.19 0.96 4.0 · 104 3.55 ± 0.32 1.25 4.0 · 104 2.13 ± 0.16 5.2
99 1.50 ± 0.19 1.68 8.3 · 103 - - 8.3 · 103 1.50 ± 0.19 -
100 1.47 ± 0.18 1.0 4.3 · 103 - - 4.3 · 103 1.47 ± 0.18 -
101 - - 2.1 · 103 - - 2.1 · 103 - -
102 - - 3.8 · 102 - - 3.8 · 102 - -
103 1.87 ± 0.22 1.05 4.5 · 103 - - 4.5 · 103 1.87 ± 0.22 -
104 1.78 ± 0.21 1.0 1.3 · 104 - - 1.3 · 104 1.78 ± 0.21 -
105 - - 3.2 · 103 - - 3.2 · 103 - -
106 0.79 ± 0.12 1.33 7.5 · 105 1.69 ± 0.18 0.97 7.5 · 105 1.09 ± 0.10 4.16
107 0.98 ± 0.14 0.65 5.8 · 103 - - 5.8 · 103 0.98 ± 0.14 -
108 0.82 ± 0.13 1.05 7.2 · 105 1.74 ± 0.18 1.11 7.2 · 105 1.13 ± 0.10 4.17
109 - - 2.9 · 103 - - 2.9 · 103 - -
110 0.76 ± 0.12 1.24 3.5 · 105 1.57 ± 0.17 1.0 3.5 · 105 1.03 ± 0.10 3.85
111 0.83 ± 0.13 2.09 1.8 · 106 1.53 ± 0.17 0.98 1.8 · 106 1.08 ± 0.10 3.33
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