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Abstract
The opportunity to automate and monitor the execution of legal contracts is gaining increasing interest in Business and 
Academia, thanks to the advent of smart contracts, blockchain technologies, and the Internet of Things. A critical issue in 
developing smart contract systems is the formalization of legal contracts, which are traditionally expressed in natural language 
with all the pitfalls that this entails. This paper presents a systematic literature review of papers for the main steps related to 
the transformation of a legal contract expressed in natural language into a formal specification. Key research studies have been 
identified, classified, and analyzed according to a four-step transformation process: (a) structural and semantic annotation 
to identify legal concepts in text, (b) identification of relationships among concepts, (c) contract domain modeling, and (d) 
generation of a formal specification. Each one of these steps poses serious research challenges that have been the subject of 
research for decades. The systematic review offers an overview of the most relevant research efforts undertaken to address 
each step and identifies promising approaches, best practices, and existing gaps in the literature.

Keywords Legal contract · Semantic annotation · Conceptual model · Systematic literature review · Requirement · 
Specification

Introduction

The advent of software that partially monitors, automates, 
and controls the execution of legal contracts has gained 
increasing interest in Academia, Government, and Indus-
try, thanks to the advent of smart contracts. Such soft-
ware systems have become possible thanks to blockchain 
and Internet-of-Things (IoT) technologies [1]. A first step 
towards a systematic software engineering (SE) process for 
building such software systems is to translate automatically 
or semi-automatically legal contract text written in natu-
ral language (NL) into formal specifications that precisely 
define the terms and conditions (requirements) that a smart 
contract needs to monitor and control. The use of a formal 
specification is required to ensure that the smart contract is 

executed as intended by contracting parties [1]. Moreover, 
a formal specification entails that smart contract develop-
ers construct their system on the basis of an unambiguous 
account of the legal contract to be monitored, automated, 
and controlled [2].

This study aims to conduct a systematic literature review 
(SLR) on the process of translating a legal contract into a 
formal specification. Existing research tends to cover only 
part of the transformation process with a limited number of 
studies dealing with the full process. To make the review 
more focused, we have decomposed the translation problem 
into four sub-problems: (a) Structural and semantic annota-
tion of legal text based on a legal ontology; (b) Discovery 
of relationships for concepts identified and annotated in step 
(a); (c) Formalization of terms used in the NL text into a 
domain model; (d) Generation of formal expressions that 
capture the terms and conditions of the contract. This refine-
ment of the translation problem is intended to facilitate the 
discovery of relevant works in the literature that deal with 
one or more of the sub-problems, rather that focus only on 
studies that tackle the full translation problem.

Let us illustrate the four sub-problems with an example. 
Consider a simple sales contract between a meat producer 
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and a supermarket chain that has clauses, as shown in 
Table 1.

Here, terms in square brackets […] identify parameters 
of the contract, to be determined for each contract execu-
tion, while wiggly brackets {…} define quantities to be 
determined at execution time. The semantic and structural 
annotation step identifies structurally three obligations and a 
power. Powers are rights contract parties have to cancel, sus-
pend, or create new obligations. Moreover, the contract iden-
tifies roles of parties, namely [Buyer] and [Seller], as well as 
asset meat. Accordingly, the output of a tool that addresses 
the first sub-problem may look, as shown in Table 2.

A semantic annotation requires a common vocabulary 
(ontology) for legal contracts [3]. A structural annotation 
requires a grammar for the syntactic structure of legal con-
tracts [4].

To address the second sub-problem, we need to find rela-
tionships for each one of the concepts identified in step one. 
For example, each obligation must have a debtor who is 
obliged to fulfill it, and a creditor (beneficiary). The debtors 
and creditors of O1 and O2 are obviously Seller and Buyer, 
respectively, while in O3 roles are reversed. Note that in O2 
and O3, there is no mention of a creditor, so this has to be 
inferred from context. Finally, for the power the creditor is 
the Buyer and the debtor the Seller. In addition, each obliga-
tion/power must have a trigger that initiates it, an antecedent 
that serves as precondition, and a consequent that signals 
successful completion of the obligation/power. P1 has a 

trigger ‘If delivery is late’, while others take a trigger ‘true’, 
indicated by T, and are initiated when contract execution 
starts. O1 has antecedent ‘true’ and consequent ‘deliver [qnt] 
quantity of meat of AAA quality to the warehouse of the < \
role [Buyer] > before [delD] date’, while O2 has antecedent 
‘while meat is transported’ and consequent ‘meat will be 
transported in accordance with meat transportation stand-
ards. The output of the second step is a conceptual model of 
concepts and relationships, where for each obligation, we 
list trigger, debtor, creditor, antecedent, consequent, and for 
each power, we list trigger, debtor, creditor, antecedent, and 
consequent. The result is included in Table 3.

The third sub-problem concerns formalizing terms used 
in the contract in relation to the legal contract ontology 
used in step (a). In particular, ‘meat’ is an instance of class 
BeefC, representing a portion of beef, which is a speciali-
zation of MeatC, which has as instances quantities of meat, 
including beef, chicken, etc. In turn, MeatC is a specializa-
tion of FoodC, which is a specialization of Asset. Asset 
is one of the concepts in the contract ontology. Along the 
same lines, ‘warehouse’ refers to an address that is the 
target of the delivery, so it can be formalized as attribute 
warehAddr of class BuyerC, which is a specialization of 
Role, another class in the contract ontology. The result 
of this step is a domain model for the contract being for-
malized. Formalization of terms is intended to eliminate 
ambiguity. For example, ‘meat’ is multiply ambiguous 
(could it be chicken or lamb?). Likewise, does ‘delivery’ 

Table 1  A sale contract

O1: [Seller] shall deliver [qnt] quantity of meat of AAA quality to the warehouse of the [Buyer] before [delD] date (Delivery obligation)
O2: [Seller] shall ensure that the meat is transported in accordance with meat transportation standards (Transportation obligation)
O3: [Buyer] shall pay [price] amount within a week from the date of delivery (Payment obligation)
P1: If delivery is late, [Buyer] can charge [Seller] {delay-in-days} * $1000 as late fee (LateF power)

Table 2  Annotated sale contract

< \obl < \role [Seller] > shall deliver [qnt] quantity of < \asset meat > of AAA quality to the warehouse of the < \role [Buyer] > before [delD] 
date >

< \obl < \role [Seller] > shall ensure that the meat is transported in accordance with meat transportation standards >
< \obl < role [Buyer] > shall pay [price] amount within a week from the date of delivery >
 < \powr If delivery is late, < \role [Buyer] > can charge < \role [Seller] > {delay-in-days} * $1000 as late fee >

Table 3  A conceptual model for the sale contract

O1: T, [Seller], [Buyer], T, ‘deliver [qnt] quantity of meat of AAA quality to the warehouse of the [Buyer] before [delD] date’
O2: T, [Seller], [Buyer], ‘meat is transported’, ‘meat is transported in accordance with meat transportation standards
O3: T, [Buyer], [Seller], T, ‘pay [price] amount within a week from the date of delivery’
P1: ‘If delivery is late’, [Buyer], [Seller], ‘pay {delay-in-days} * $1000 as late fee’
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in ‘‘If delivery is late’’ refer to the delivery action, or 
more likely to the event ‘delivered’. The formalization is 
based on an ontology for contracts that includes primitive 
concepts such as Role, Obligation, Power, Asset, Event, 
etc. and the relationships mentioned above, such as debtor, 
creditor, antecedent, and consequent.

The fourth sub-problem concerns translating NL 
expressions such as ‘meat is transported’ into expres-
sions in a formal specification language. Symboleo [5] is 
such a language where true/false statements are defined 
in terms of events, instantaneous happenings, and situ-
ations, states-of-affairs that occur over a period of time. 
For example, the trigger of P1 “If delivery is late” is trans-
lated to “happens(delivered(Seller, meat, Buyer.delAddr), 
t) and (t after delD)” where delivered(…) is an event that 
happens at time t. The antecedent of O2 is translated to 
“occurs(transport(meat), int)”, which says that the situa-
tion transport(meat) has occurred during interval int, while 
the consequent is translated into “occurs(MTS(meat), int)”, 
which says that the situation meat-transported according 
to transportation standards (MTS) occurred during int, the 
interval of the transportation situation.

The SLR provides three main contributions. First, it pro-
poses a process for translating a contract in natural language 
into a formal specification and uses it to define research 
questions that guide the review process. Second, it identi-
fies the most significant papers for each research question 
that can guide researchers interested in the topic. Finally, it 
provides a direction for future research by pointing out main 
challenges and open problems that would require further 
research. The importance of the SLR is underlined by the 
increasing number of recent publications covering aspects 

of the translation process, as well as the increasing interest 
in smart contract applications, Also, the lack of systematic 
literature reviews on the topic, as well as related topics.

The rest of the paper is structured as follows. “Prelimi-
naries” defines the terminology adapted in this review. 
“Research questions and scope” defines research questions 
to be answered by the SLR and its scope, that identifies 
the works included in the study. “Classification scheme” 
describes the classification scheme adopted for selected 
papers, while “Search and screening of selected papers” 
describes the search. “Classification of selected papers” 
classifies the papers identified based on research questions, 
and a further taxonomy. “Synopsis of the papers” describes 
the papers that have been analyzed, whereas the findings 
for each research question are summarized in “Summary of 
findings”. “Threats to validity” defines threats to validity 
for this study, while “Related work” discusses related work. 
Finally, “Conclusions” concludes and discusses future work.

Preliminaries

As already hinted in the introduction, throughout this study, 
we use terms, such as ‘legal contract’, ‘legal document’, etc. 
These terms are elaborated in Table 4. Although the focus of 
the SLR concerns translation of contracts, legal documents 
have been included in the study, as well, since they concern 
similar concepts and their translation into a formal specifi-
cation involves similar steps. Moreover, the limited number 
of papers focused on legal contracts suggested the need to 
widen the scope to also include legal documents.

Table 4  Definitions used in the study

Natural language (NL) Any language spoken by humans (e.g., English and Italian)
Natural language processing 

(NLP)
Processing and analysis of NL text based on linguistic analyses, such as syntactic, semantic, or pragmatic

Legal contract or simply
Contract

An agreement between two or more parties, involving obligations and powers meant to be legally binding 
and effecting changes to assets

Legal document A document concerning a legal matter, such as contract, law, regulation, article of incorporation, or testa-
ment

Legal ontology An ontology consisting of concepts and relationships for conceptualizing legal documents, such as the 
Legal Core Ontology (LCO) [6]

Specification language A language used to describe what an artifact does, rather than how it does it [7]. Specification languages for 
contracts include the Business Contract Language (BCL) [7] and Symboleo [5]

Requirement A functional capability or quality constraint wanted by a stakeholder for an artifact-to-be [8]. In the context 
of the systematic review, requirements for a legal contract are derived from NL text, the required lifecycle 
of a contract, and the technical requirements arising from its implementation platform and technologies 
used (e.g., IoT, blockchain)

Semantic annotation The process of adding semantic annotations to text to mark instances of domain concepts [9]. The process 
uses a markup language, such as XML

Conceptual model A directed labeled graph where nodes represent concepts or their instances, and links represent relation-
ships
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The SLR follows the general methodology proposed in 
[10] and made more concrete in [11] and [12] for a Require-
ments Engineering topic. The methodology has as follows:

Step 1: Define research questions (RQs) that the SLR is 
intended to answer, as well as the scope of the SLR. Out-
come: RQs, document libraries to be used, inclusion and 
exclusion criteria, search method (keyword search, snow-
balling, etc.), queries for each RQ

Step 2: Determine classification scheme for paper types, 
topics, and keywords for each scheme. Outcome: classifica-
tion scheme

Step 3: Conduct search and screen retrieved papers with 
respect to relevance and inclusion/exclusion criteria. Out-
come: selected papers

Step 4: Classify selected papers. Outcome: classification 
of selected papers

Step 5: Answer research questions on the basis of the 
classification. Outcome: SLR results.

Research Questions and Scope

The RQs identified concern the translation of NL text into 
a formal specification for legal documents, as well as the 
four sub-problems discussed in “Introduction”. The RQs 
represent the decomposition of the general process that we 
established (RQ0), aiming to understand how the different 
steps have been executed (RQ2 to RQ5). Since the topic of 
legal ontologies underlies several research questions, it has 

been added as a sixth research question (RQ1). For each of 
them, the SLR is intended to mine main approaches and 
research results that together characterize the state-of-the-
art (Table 5).

The scope of the study includes the publication datasets 
of ACM, IEEE, and Springer where the vast majority of 
publications for the subject of the SLR have appeared. 
Beyond this, scope is determined by the RQs and is defined 
by search queries (SQ), one for each RQ (Table 6), as well 
as inclusion criteria.

Inclusion criteria are provided in Table 7.

Classification Scheme

The classification scheme adopted for selected papers 
uses two criteria: (a) Which research questions does each 
paper address; (b) The type of each paper, e.g., proposal, 
implementation, evaluation, etc. The former criterion has 
already been discussed in the introduction. For the lat-
ter, we adopt the classification scheme used in [11], with 
amendments, since the subject of our review is substan-
tially different from that in [11] (Table 8). This criterion 
allows us to classify papers according to the nature of their 
contribution(s).

The categories in each classification are not mutu-
ally exclusive. For example, a publication may tackle at 
the same time the sub-problems of semantic annotation 
and relationship mining, or may include a proposal, an 

Table 5  Research questions

RQ0 What are the main approaches for translating legal documents into formal specifications?
RQ1 What legal ontologies have been used for the translation?
RQ2 What annotation approaches are used for semantic annotation of legal text?
RQ3 What are main approaches for mining relationships from annotated text?
RQ4 What are main techniques for formalizing NL terms into a domain model?
RQ5 What kinds of techniques have been studied for translating NL expressions into formal 

ones for legal documents?

Table 6  Search query for each RQ

SQ-RQ0 (“translation” OR “transformation” OR “from” OR “modelling” OR “formal specification”) AND (“legal” AND (“text” OR “docu-
ment”) AND (“logic” OR “formal” OR “specification” OR “expression” OR “formalisation”))

SQ-RQ1 (“legal” OR “law” OR “contract” OR “regulatory” OR “obligation”) AND (“ontology”)
SQ-RQ2 (“semantic” AND “annotation”) AND (“legal” OR “contract”) AND (“text” OR “document”)
SQ-RQ3 (“relation” OR “relationship” OR “concept”) AND (“model” OR “extract” OR “mine” OR “identify”) AND (“legal” AND (“text” 

OR “document”))
SQ-RQ4 (“model” OR “extract” OR “mine”) AND (“domain” OR “conceptual model” OR “conceptual models” OR “conceptual modelling” 

OR “template”) AND (“legal” AND (“text” OR “document”))
SQ-RQ5 (“from” OR “formalization” OR “translation” OR “transformation”) AND (“legal” AND (“text” OR “document”)) AND (“logic” 

OR “temporal” OR “formal” OR “specification” OR “expression”) AND (“technique” OR “framework” OR “tool”)
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implementation, and an empirical evaluation. Of course, 
it is not expected from any publication to cover all or most 
categories for either criterion.

Search and Screening of Selected Papers

The systematic search based on the search queries in 
Table 6 took place between October 2020 and June 2021. 
Initially, relevant papers were identified by searching the 
ACM, Springer, and IEEE scholarly repositories with 
our adopted search queries. In a first attempt, we imple-
mented RQ queries into the search facilities provided 
for advanced research for each repository. However, the 
impossibility to consistently apply the search queries for 
each database—arising from significant differences in the 
different search fields for advanced research—led to the 
decision to rely on ACM Guide to Computing Literature 
that allows the identification of papers published as well 
from Springer and IEEE. Moreover, we decided against 
using Google Scholar, because it does not support search-
ing over abstracts only. The RQ search queries have been 
applied to the abstracts for all queries, except RQ1 on legal 
ontologies. The application of the queries for RQ1 to the 
abstracts resulted in a disproportionated number of results 

compared to the results of the other RQs. To obtain a rea-
sonable result for RQ1, the search questions were applied 
to the title and including works with at least one citation. 
The results of the SQs were analyzed by the three expert 
authors to subsequently apply a variant to the SLR process 
to make sure that all relevant papers were included. As 
the result of the analysis underlined the lack of important 
publications dealing with one or more RQs, as well as the 
recent proceedings of the main conferences in the domain 
(i.e., ER, PoEM, RE, and REFSQ) from 2019 to 2021 
which may not have been included yet in the ACM reposi-
tory. As such, SQs have been refined and new papers have 
been added to the total number of papers being analyzed, 
also considering they have been published very recently. 
The refinement of the SQs and the indications of the three 
expert authors allowed the identification of the follow-
ing works to ensure that main approaches to formalize 
specification languages for contracts were included [7, 
39, 53, 72, 99], legal ontologies [6, 48, 54], and reviews 
[27, 77]. Concerning the proceedings of recent confer-
ences, the works in [2, 5, 40, 80, 82, 87, 89, 90] have been 
included. The outcome of applying SQs for all six RQs and 
the refinement process led to the identification of a total of 
447 publications. Among those, 60 papers were eliminated 
as duplicates. The full text of the remaining papers was 

Table 7  Inclusion criteria

Inclusion criteria

Describes a process/framework/tool to generate specifications from NL for a legal document, or deals with one or more of the four sub-problems, 
and

The paper is published in English, and
The legal document or contract analyzed in the paper is in a Latin alphabet (e.g., papers dealing with semantic annotation of Japanese or Chinese 

text have been excluded), and
Published in an international conference, journal, or book or published in a workshop or regional conference and has more than five citations, 

and
Has at least 10 citations from Google Scholar, for works published before 2015, and
Covers at least one category for each classification scheme criterion adopted in this SLR

Table 8  Paper type criterion

Proposal Any paper that proposes a new approach for dealing with any of the RQs; evaluations of proposals, including case stud-
ies, experiments, or experience reports would not count as proposals

Formalization Includes papers that offer axioms expressed in a formal logical language; pseudocode does not count as formalization
Meta-study Papers that provide a significant overview of existing work on a topic relevant to the SLR. Examples include surveys, 

reviews, and sometimes vision papers; the category is reserved for papers that emphasize some forms of analysis
Implementation Papers that present the development of a tool or implementation that facilitates the contribution of the work, no credit is 

given for incomplete implementations; however, the tool does not have to be implemented by the authors
Evaluation-adequacy Includes papers that apply a proposal to a benchmark, case study, or illustrative example; whether an application of a 

proposal is a case study or an illustrative example depends upon depth and reality of the application
Evaluation-empirical Papers describing a controlled empirical study with human subjects, or a survey based on a questionnaire collecting 

answers from target groups
Evaluation-scala-

bility
Papers in this category evaluate the scalability of an implemented tool with respect to computational resources (time, 

memory), input size, or human effort
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considered for relevance to at least one of the RQs. As a 
result, a total of 233 papers were eliminated, along with 
another 13 papers that were analyzing legal documents or 
contracts not written in a Latin alphabet (e.g., Japanese, 
Chinese), while 8 were eliminated for being extended 
abstracts. Out of the remaining papers, 40 were excluded 
for not having at least 10 citations, even though they were 
published before 2015.

Classification of Selected Papers

The remaining papers were analyzed and classified under 
one or more RQs as well as the classification scheme of 
Table 8. To ensure that the classification scheme was applied 
objectively, 25 of the papers were classified by two persons 
and results were compared and discussed. Only minor differ-
ences were found in this exercise, mostly based on diverging 
interpretations of RQs.

Out of the 93 papers, the 59 papers with the most rel-
evance according to our classification scheme—i.e., RQ, 
paper type—have been summarized in the following section, 
except for meta-studies which have been classified and sum-
marized in the related work section. The selection filtered 
works that include implementation results rather than just 
a proposal, specific works instead of a general framework, 
also works with an impact, measured by citation statistics.

The classification of the 93 papers is presented in Table 9, 
where the references in bold concern the 59 papers selected 
and included in the description provided in Section number 
7. Most of the papers are dealing with more than one RQ. 
Significant research has been performed for legal ontologies, 
annotation, and mining of relationships from legal text, with 
28, 37, and 34 papers, respectively. Less work has been per-
formed concerning the general process of deriving formal 
specifications from a legal text (21 papers) or translating 
NL expressions into formal specifications (19 papers). Few 
of the papers in the table include an actual implementation. 
Generally, papers include a case study or an explanatory 
example, although they propose less frequently an experi-
mental evaluation of a tool. Seldom, the experimental study 
includes a systematic evaluation of scalability. Frequently, 
experimental studies concern annotation of legal text.

Synopsis of the Papers

The present section describes the 59 papers and their con-
tribution to one or more RQs. When a paper included in the 
SLR refers to many RQs, it has been included in the subsec-
tion referring to the RQ which is more relevant accounting 
for the content of the paper.

RQ0: What are the Main Approaches for Translating 
Legal Documents into Formal Specifications?

Few works relate to the whole process of translating legal 
documents into formal specifications. Among them, Sharifi 
et al. propose [5] Symboleo, a specification language for 
legal contracts and shows through examples how to manu-
ally translate legal contracts into formal specifications. 
Contracts are represented as collections of obligations and 
powers and are about roles, who are their debtors and ben-
eficiaries, and assets that change state, usually ownership. 
The validity of a formal specification can be checked, as 
demonstrated in subsequent work on Symboleo that pre-
sents the validation of two standard business contracts with 
a compliance checker [80]. Symboleo represents the most 
complete, detailed approach we identified in the SLR to gen-
erate formal contract specifications. The proposed approach 
can help understand conceptually the translation process and 
the main difficulties. However, little detail is provided about 
the translation process and the process is completely manual.

Similarly, Grosof proposes SweetDeal [49], a rule-based 
technique to represent business contracts automated along 
their lifecycle. Ontologies are represented as DAML + OIL, 
an extension of OWL (Ontology Web Language) that is 
frequently used in Semantic Web. A complete explanatory 
example on how to generate specifications is provided and 
explained. Similarly to [5], it could represent a reference 
to understand how NL is translated into a formal specifica-
tion. However, the process is mostly manual, and it does not 
address the identification and annotation of legal concepts 
and relationships.

Hashmi proposes a manual methodology to extract legal 
requirements from text, and formalize them in the Event 
Calculus [52]. The proposal relies on IF–THEN rules and 
includes process aspects together with rule types (e.g., deter-
minative or prescriptive). The assumption is that extracting 
the abstract structure of a legal document facilitates track-
ing the implications of business processes, tracing require-
ments, and checking for compliance, all issues frequently 
ignored in legal document analysis. The proposal relies on 
Ciceronian rhetorical loci, focusing on who, why, what, 
when, and where of business processes identified from real-
life cases. IF–THEN rules make translation easier than for 
other formalisms, but they are not expressive enough to 
capture all the nuances of legal concepts. Differently from 
other approaches presented in the SLR, it forces the reader 
to formalize the specification with logic that is more easily 
translated into a programming language.

He et al. [53] propose a different approach where the level 
of formality is decreased to enhance understandability for 
a non-technical audience (e.g., lawyers, business analysts). 
The proposal is based on SPESC, a specification language 
for smart contracts developed with collaborative design in 
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mind. Here, specifications are manually derived from text 
and are expressed in an NL-like language using an extended 
BNF grammar. SPESC specifications are more abstract than 
smart contract code and have a general structure consisting 
of parties, contract properties, terms, and data type defini-
tions. Similarly to [52], the proposed approach potentially 
support a developer in deciding how to implement the for-
mal specification and it is not limited to the how. A recent 
work [39] presents a process for generating a smart contract. 
A multi-tier ontology is proposed to support translation to a 
domain-specific representation using a Smart Legal Contract 
Markup Language (SLCML).

Breaux et al. [30] present another intermediary approach 
that focuses on traceability to express legal requirements 
semi-formally. This is accomplished through a computa-
tional requirements document expressed in a specification 
language for legal requirements (LRSL). Similarly to [53], 
the objective is to provide legal requirements that are freely 
available to policymakers, business analysts, and software 
developers. An automated parsing tool checks for syntax and 
semantic errors requirements in LRSL. The parser applies 
deontic annotations based on a set of heuristics and cre-
ates a model to identify mandatory requirements. Specifica-
tions can be exported to different formats, including HTML, 
GraphML, and XML to allow for different types of analysis. 
The approach could be complementary to other approaches 
proposed to guarantee the completeness of the formal speci-
fication. Finally, NómosT has been implemented with the 
objective to build models of law semi-automatically; first, 
the text of a law is annotated—relying on GaiusT, a semantic 
annotation tool [4]—and then, it generates a model [99]. 
NómosT uses Propositional Logic, a semi-formal language 
that lacks quantifiers, modal operators, and other fea-
tures that would significantly limit the applicability of the 
approach to legal contracts. The approach supports well the 
initial steps of the translation process, but it is less helpful 
for the whole process compared to other approaches, such 
as [5] or [52].

RQ1: What Legal Ontologies Have Been Used 
for the Translation?

The use of legal ontologies for modeling legal documents 
dates back to the 90s; see for example [23]. Two main foci 
have been identified, sometimes used together: (a) the appli-
cation of an existing ontology to a legal text for purposes of 
modeling and analysis, and (b) the identification of an ontol-
ogy from legal texts. Concerning the first problem, Gangemi 
[43] proposed an influential Core Legal Ontology (CLO) to 
support information systems dealing with legal matters. The 
ontology is an extension of DOLCE+, which in turn is an 
extension of DOLCE (Descriptive Ontology for Linguistic 

and Cognitive Engineering), a foundational ontology that is 
used with the JurWordNet lexicon. CLO has been applied 
to compare and verify compliance of norms and to support 
text-mining. The work in [43] has significant pedagogical 
content to support understanding how an ontology is built.

An ontology that has seen significant legal applications 
is the Unified Foundational Ontology (UFO) extended to 
develop UFO-L [6] focusing on rights, duties, no rights, and 
permissions. This work emphasizes the importance of basing 
legal ontologies on legal theories and foundational ontolo-
gies. It represents the conceptual basis on how to build an 
ontology, although it does not detail practical implemen-
tation requirements. UFO-L has been used for modeling 
contract in [48], where it has been explored to bridge the 
gap between two different types of approaches for contract 
representation. Some approaches, such as ArchiMate, offer 
an opaque representation (e.g., not revealing rights and obli-
gations), whereas others are devoted to formal representa-
tion. A service contract ontology is presented together with 
the extension of ArchiMate to reflect the proposed contract 
ontology. The details provided in the case study support well 
the development of other case studies for different domains.

Other ontologies have been specifically created for legal 
contracts. Among the first ones, Kabilan [54] proposed an 
ontology to efficiently link business process and contract 
management, improve business practices, and create align-
ment with the expectations of contracting parties. The pro-
posed ontology is represented in UML and DAML, and 
consists of three levels: upper, domain, and template. The 
template level is intended to support modeling of specific 
types of contracts, such as rental or sales contracts.

Other approaches focus on providing tools and frame-
works to build a legal ontology. Among them, Corcho 
et al. [37] propose a framework for building a legal ontol-
ogy based on the METHONTOLOGY methodology and 
WebODE, a workbench for ontology engineering used in 
different domains. METHONTOLOGY is rooted in software 
and knowledge engineering methodologies. It supports legal 
professionals in building ontologies—by adapting a class 
taxonomy for the legal field—without significant involve-
ment of knowledge engineers. The modeling process starts 
from the building of a glossary to represent concepts and 
relationships. The proposal has been applied for the develop-
ment of several legal ontologies in Spain. Similarly to [48, 
54], it provides a detailed case study to support the under-
standing of the process.

Yan et al. [98] underline the need for semantic informa-
tion to be able to automatically execute a contractual agree-
ment. The authors use OWL to formalize concepts and rela-
tionships and the Protégé-2000 tool for the implementation. 
Another approach aims at facilitating the management and 
representation of legal documents in XML [28]. A Legal 
Knowledge Interchange Format (LKIF) is provided as a 
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reusable and extensible core ontology that also represents 
an interchange format to use for computer implementa-
tion and contract management. The ontology is based on a 
Description Logic. Despite the significant level of formality 
provided by the ontology and the MetaLex XML standard, 
LKIF, similarly to [98], appears to be better suited for onto-
logical analysis and less as a reusable ontology for contracts.

RQ2: What Annotation Approaches are Used 
for Semantic Annotation of Legal Text?

Semantic annotation of legal text represents the most recur-
ring objective identified in the SLR relative to the problem-
at-hand. Most proposals rely mainly on NLP and Machine 
Learning (ML) techniques. The problem of semantically 
annotating unrestricted NL text presents significant techni-
cal difficulties. For specific domains, such as the legal one, 
where specialized and less ambiguous language is used, 
the semantic annotation problem is more manageable, with 
encouraging results, see for example [65] below.

An approach adopted in several works relies on gram-
mar rules to annotate legal text. For example, Kiyavitskaya 
et al. [9] propose Cerno, a tool for semi-automatically gen-
erating annotations from regulations using a domain ontol-
ogy, and patterns of lexical indicators for each concept of 
the ontology. In an experimental evaluation, it was shown 
that Cerno slightly increased the quality of annotation 
while decreasing substantially annotation times for human 
annotators. In follow-up work, in [56], text is annotated to 
identify legal concepts (such as actors, rights, obligations, 
etc.), and then, a semantic model is constructed from the 
annotation and transformed into a set of functional and non-
functional requirements. The first steps of the process con-
cerning semantic annotation rely on heuristics and a frame-
based model to identify deontic terms that can be rewritten 
using a controlled NL. Along similar lines, Soavi et al. [2] 
build ContracT—a specialization of Cerno [9] and GaiusT 
[4]—to support human annotators in semantic and struc-
tural annotation of legal contract text. The tool is based on 
an ontology for contracts derived from UFO-L, and it has 
shown to improve the annotation process for concepts such 
as parties, assets, temporal conditions, whereas difficulties 
were encountered in annotating powers and obligations. The 
approaches in [2, 4, 9, 56] are generally based on the defi-
nition of a grammar for semantic annotation that has to be 
re-defined for different domains.

OWL is used in [18] to represent linguistic informa-
tion; the approach relies on a parser of structural informa-
tion that represents relationships between different chunks 
of text. Extraction rules are formalized in a Description 
Logic and capture syntactic and semantic information. Sig-
nificant implicit knowledge entails lower practical usabil-
ity. Lesmo et al. [65] annotate legal provisions—rights or 

obligations—to understand the implications arising from 
the amendment of laws. NLP techniques are used to gener-
ate a set of metadata to compactly describe the modifica-
tions. The process helps to identify sections of the provisions 
which have been modified; subsequently, syntactic analysis 
and semantic annotation are performed. The relationships 
among provisions are determined thanks to categories based 
on the words identified in the provisions (e.g., synonyms 
for deletion or replacement of a provision). The proposal 
has been evaluated with several laws with positive results 
for integration and substitution amendments, whereas dele-
tions require further study. Similarly, IF–THEN rules are 
exploited by Mazzei et al. [70] to identify the semantic 
content of sentences in laws that imply a modification of 
an existing provision. The approach relies on the pairing 
of deep syntactic parsing with rule-based shallow semantic 
analysis. The process is enhanced with the annotation of 
metadata and identifies candidate locations of modificatory 
provisions. The approaches in [65, 70] are useful for under-
standing the implications of modifying legal text.

Rule-based approaches perform better when a constrained 
language limited to a specific domain is used, e.g., for sales 
contracts. Quaresma [81] proposes a mixed approach, based 
on linguistic information—most notably morphological and 
syntactic—and ML to extract information from legal texts. 
Top-level concepts, such as organizations and dates, are 
identified using a Support Vector Machine (SVM) classi-
fier, whereas an NL parser is used for entity recognition. The 
approach, applicable to a very specific task in the annota-
tion process, is applied to different languages. Results are 
encouraging for concept classifications and the identification 
of dates, mixed for locations, and poor for the identifica-
tion of organizations and cross-references. Moreover, results 
differ depending upon the NL of the text. Among the most 
appreciated works and similarly relying on SVM, Biagioli 
et al. [25] classify provisions and extract arguments—a set of 
reasons supporting a certain point of view—with SVM clas-
sification and NLP techniques with promising results. Neill 
et al. [75] test the use of probabilistic tools to extract deontic 
modalities from legal text. To avoid ambiguity, logic is com-
monly used; however, logical rules do not allow the level of 
expressivity required in many domains such as the finan-
cial regulations. Therefore, the authors test a data-driven 
approach, to classify deontic modalities, relying on Artificial 
Neural Networks (ANN), as well as non-Neural Networks, 
which are briefly reviewed and tested. The approach shows 
encouraging results, particularly for the pre-trained ANN. 
Similarly to [81], the approaches proposed by [25, 75] apply 
to very specific tasks in the annotation process. A compari-
son of different approaches in information extraction rely-
ing on ML is performed by Sainani et al. [87] that extract 
requirements from large software engineering contracts. The 
aim is to automate the extraction and classification of such 
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requirements to improve contract management for compa-
nies. The authors compare different ML approaches (such 
as SVM, Random Forest, and Naives Bayesian) to their 
approach based on Bidirectional Encoder Representations 
from Transformers (BERT), which reaches an f-score higher 
than 80%. The proposal is useful to understand the potential 
different uses of ML for information extraction. Chalkidis 
[35] explores how deep learning can support semantic 
extraction to identify contract concepts and structural ele-
ments. In the experiment, Bidirectional Long Short-Term 
Memory (BILSTM)—with a logistic regression layer and 
that operates on word, POS tag, and token embeddings—
outperforms linear sliding windows classifiers, without the 
need for manually written rules. The approach is tested on 
a set of contracts with promising results and suggests the 
opportunity to be improved with further stacked layers. The 
approach is supported by the availability of 3500 English 
annotated contracts released by the authors.

The importance of understanding the semantics of legal 
text using ML approaches—the black box problem—has 
been tested with Legal Unstructured Information Manage-
ment Architecture (LUIMA) [47]. LUIMA is a law-specific 
extraction tool for automatic annotation using ML for sen-
tence annotation and reranking together with basic retrieval 
that relies on Apache Lucene. The system is based on 
UIMA—a framework used in different contexts (e.g., IBM 
Watson,1 a question-answering computer system)—to prove 
that the pre-processing to identify semantics can outper-
form information retrieval processes that do not account for 
semantics. LUIMA is the most complete tool for semantic 
annotation using ML that has been identified in the SLR.

Finally, a few open-source tools have been proposed with 
a collaborative, holistic view and that offer detailed docu-
mentation, to manage legal documents using XML stand-
ards. As such tools are not performing semantic annotation, 
they should be mostly considered as a support for contract 
management after the annotation process has already been 
performed. Akoma Ntoso [22] supports the annotation pro-
cess at three different layers: NL text, structure, and meta-
data. Similarly, LegalRuleML is used to verify compliance 
of business processes and legal norms through semantic 
analysis [46]. Similarly to Akoma Ntoso, a legal document 
is represented in three different layers: metadata, statements, 
and context. Metadata refers to information about the docu-
ment, such as legal sources and temporal properties; state-
ments are formal representations of the norms; context refers 
to the relationships in the document including metadata and 
statements.

RQ3: What are Main Approaches for Mining 
Relationships from Annotated Text?

The mining of relationships in text is accomplished through 
syntactic and contextual analysis. For example, the identifi-
cation of a debtor relationship for obligation O1 in Table 3 is 
determined by looking for the subject of verb ‘shall deliver’, 
i.e., the Buyer, while the identification of the creditor for 
O3 on the same table is determined by noting that two roles 
were identified in the contract and Seller has already been 
assigned the role of debtor for O3, so it cannot also be the 
creditor.

Comparably to approaches discussed for other RQs, the 
use of templates has been adopted as an intermediate step 
to identify relationships and ease the generation of require-
ments. Sleimi et al. [90] emphasize that legal texts often omit 
relationships included in annotation ontology, as with O3 
discussed above. Templates are intended to fill three main 
gaps: statements with no-counterpart, statements with a cor-
relative, and statements with an implied statement. Differ-
ent approaches for legal requirement templates are reviewed 
and NLP-based rules for the templates are defined. Such 
rules improve the performance of relationship mining algo-
rithms. Similarly, Lee et al. [64] rely on templates to identify 
relationships and present a technique to extract, model and 
analyze security requirements written in NL. Their analysis 
is based on a Problem Domain Ontology (PDO), and it is 
applied manually with a checklist. Subsequently, PDO is 
applied to a template to extract relationships among require-
ments, and to increase the understandability of information 
available in different documents. The approach—tailored for 
security requirements but potentially useful for any legal 
document—is evaluated for adequacy, although it requires 
a time-consuming process. The approaches in [90] and [64] 
could be used complementarily to increase the quality of the 
identified requirements.

Other authors suggest identifying relationships to 
improve retrievability. Sleimi et al. [89] markup text to gen-
erate semantic annotation and build Resource Description 
Framework (RDF) triples—as a representation of a concep-
tual model—that are queried with SPARQL. The toolchain 
system, a set of complementary software components, is 
experimentally tested in an industrial environment for recall 
and precision by requirement analysts. The work suggests 
that the creation of a conceptual model of legal metadata 
could ease access to legal content. To manage contract con-
tent, Lau et al. [63] focus on retrievability to consolidate 
regulations—using a shallow parser—into an XML format; 
the authors rely on text-mining tools and manually defined 
rules to extract elements. The approach compares sections 
of text to identify relatedness by analyzing matching terms, 
features, and structure matches, relying on domain knowl-
edge and legal corpus knowledge. A few limitations are 1 https:// www. ibm. com/ watson.

https://www.ibm.com/watson
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highlighted as mismatches for phrases used in different con-
texts or using different terminologies. In [45], layout rules 
are applied to improve retrievability for structure elements 
using XML markup obtained with NLP tools, JAPE (Java 
Annotation Pattern Extraction), and GATE (General Archi-
tecture for Text Engineering), with the latter providing an 
open-source set of reusable algorithms and GUIs for NLP. 
JAPE and GATE are integrated into a tool named CLIEL 
(Commercial Law Information Extraction based on Layout). 
The system is tested on 97 commercial laws with different 
approaches: Layout Insensitive, Majority Sense Baseline, 
and the Layout Sensitive strategy proposed; the best results 
are obtained with the last one. Approaches based on retriev-
ability generally support the identification of relationships, 
although such relationships still require to be inferred.

The identification of causal relationships in requirements 
text is considered by Fischbach et al. [40]. A tool-supported 
approach named CiRA (Causality detection in Requirement 
Artifact) is tested with regular expressions, ML and Deep 
Learning (DL) approaches, the last one using BERT, which 
obtains the best results. The approach is useful to identify 
cue phrases for causes, but the labelling for causality may 
refer as well to deduction; causality can be inverted, and sev-
eral causality relationships may exist. The above ambiguities 
can lead to significant differences in identifying relationships 
and further ambiguities may need to be managed.

Relationships between chunks of legal texts have been 
explored to identify arguments in sections. Notably, Moens 
et  al. [71] identify arguments using n-grams, adverbs, 
modals, couple of words, text statistics, punctuations, and 
keywords to annotate legal text and subsequently identify 
and classify them. The best results are obtained using a 
multinomial Bayes classifier and a maximum entropy model 
previously trained where training has a significant impact 
on performance. In a similar approach, the SUM project 
aims at identifying the relationships between parts of legal 
texts to automatically summarize legal documents [50]. The 
approach relies on NLP techniques together with a combi-
nation of a rule-based and statistical methods to identify 
the most relevant parts of the text to be summarized. The 
classifier supports structural analysis to identify parts of the 
text as candidates for the summary. The capability to sum-
marize is tested for adequacy after having described different 
linguistic tools and statistical measures for relatedness. The 
approaches of [71] and [50] are helpful to identify relation-
ships among different sections of legal contracts, but they do 
not deal with the identification of relationships among the 
concepts identified with semantic annotation (i.e., ontology).

RQ4: What are Main Techniques for Formalizing 
Natural Language Terms into a Domain Model?

The formalization of NL terms into a domain model is fre-
quently considered as a task in the process of generating a 
domain ontology from legal text. Among the papers that 
address this problem, Saias [86] relies on NLP techniques to 
extract such models defined in OWL using syntactic, seman-
tic, pragmatic analyses—where information is inferred with 
an abductive inference mechanism—and first-order logic, 
leading to the identification of concepts and relationships. 
Relationships are identified with unsupervised ML tech-
niques that aim at learning subcategories for heads (e.g., 
republic for the republic of Ireland) and modifiers (e.g., 
president of the republic). The methodology is based on 
a parser that uses a Constraint Grammar formalism trans-
formed into XML markups and Prolog terms. However, the 
approach does not define what kinds of relationships exist 
among concepts. Another relevant approach relies on sta-
tistical measures based on similarity and relatedness [60]. 
After having extracted all the terms from a sample of French 
legislation, terms are divided into syntactical categories and 
analyzed to support the identification of semantic relation-
ships (e.g., book, chapter, general provisions). Considering 
the reliance on statistical measures the approach may bet-
ter work for large legal corpora. The approaches presented 
in [86] and [60] are well documented and may support the 
understanding of most of the processes required to create a 
domain model.

Amardeilh et al. [16] present a method for semi-automat-
ically building a domain model from a contract by popu-
lating an existing ontology with a knowledge management 
tool. A conceptual tree is derived from the text to map the 
information extracted to a concept of the domain ontology. 
Subsequently, knowledge acquisition rules are extracted 
to perform the mapping between linguistic annotation and 
ontological concepts. The rules are tested on 36 reports and 
an average of 3 acquisition rules per concept is identified. 
The method is tested for precision and recall in the identi-
fication of topics, attributes, associations, and roles; results 
highlighted more difficulties in identifying attributes and 
roles. Differently, Amato et al. [17] rely on a simplified NL, 
based on laws that are codified into pre-defined structures, 
to propose a process that transforms a legal document into 
an ontology based on RDF. The NLP system translates a 
legal document into tuples for a relational database by rely-
ing on different ontological and linguistic knowledge levels. 
The process supports the identification of structural, lexical, 
and domain ontology elements. It is intended for the man-
agement of notary documents and has been experimentally 
tested over a collection of around 100 legal documents with 
encouraging results. The use of simplified NL may imply a 
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decrease in semantic richness in the translation of a legal 
document into a domain model.

Other approaches focus on building domain models 
that can potentially be reused with different languages. 
Notably, Francesconi et al. [42] suggest an approach for 
knowledge acquisitions and ontology modelling based 
on an existing ontology that is refined for a specific legal 
document with NLP techniques. They focus on the exist-
ing relations between the two layers—lexical and ontologi-
cal—to define multilingual ontological requirements. The 
challenge of adapting ontologies or domain models for dif-
ferent languages is considered also by [94] in TextToOnto 
using extensible languages processing frameworks, such 
as GATE. The open-source tool has been created to sup-
port legal experts in identifying legal ontologies from text. 
Despite the difficulties required by the translation in different 
languages, they may support interoperability and the adop-
tion of ontologies and domain models.

RQ5: What Kinds of Techniques Have Been Studied 
for Translating NL Expressions into Formal Ones 
for Legal Documents?

The translation of legal documents into formal expressions 
has received less attention than other RQs. Research on 
this RQ date as far back as 1993 [57], relying on Concep-
tual Graph formalism based on Sowa for knowledge rep-
resentation. The use of formal logic expressive enough to 
represent legal contracts is a recurring challenge. Among 
the first attempts to translate NL expressions into a formal 
specification for a contract, Governatori [7] proposes the 
Business Contract Language (BCL) based on Propositional 
Deontic Logic. This work describes the process of deriving 
a formal system from contract provisions that account for 
the identification of ambiguities in a contract, determine the 
existence of missing or implied statements, and analyze the 
expected behaviours of the parties and existing relationships 
between parts of the contracts (e.g., clauses). In the formal 
system, a contract is represented as a set of deontic terms for 
obligations, prohibitions, and permissions. Other approaches 
focus on the pre-treatment of text. Montazeri [72] supports 
the automatic translation of a contract in NL into a formal 
language using a Grammatical Framework (GF). The con-
tract is manually rewritten in structured English that can 
be automatically translated into a formal language. The GF 
has been implemented to define and manipulate grammars 
and to understand the implications of translating a contract 
into different languages. The formal language is based on 
deontic, dynamic, and temporal logic. Despite the signifi-
cant manual effort required, the works in [7] and [72] offer 
a well-explained framework of reference for the genera-
tion of formal expressions. Libal [67] introduces a logical 
structure tool—based on deontic logic—called Normative 

Detachment Structure with Ideal Conditions. The logical 
structure is extracted from a manually normalized text that 
encompasses ideal normative statements, normative condi-
tionals, and existing relationships. The work suggests that 
the logical representation of contrary-to-duty is consistent 
and reflects the logical independence of the components of 
text while avoiding complexity. The ability to derive actual 
and ideal obligations has been only preliminarily tested and 
requires further exploration.

Fornara [41] relies on a domain-independent ontology 
that can be used to generate specifications for open interac-
tion systems and accounts for social commitments, temporal 
propositions, events, agents, roles, and norms. The proposal 
is to monitor the variation over times of such commitments 
using the Event Calculus. Different axioms for the tempo-
ral propositions are presented, together with an explanatory 
example for a contract. Differently from the other works pre-
sented in the section, this work focuses on the implications 
of time evolution regarding starting points and deadlines.

A structured approach to managing legal documents 
using RuleML has been proposed to facilitate the sharing of 
legal information between legal documents, business pro-
cesses, and software [79]. RuleML has been extended with 
new modules to represent and model legal phrases including 
metadata. The approach is based on a Defeasible Logic and 
has been implemented, although it does not support the level 
of formality found in other approaches. The use of RuleML 
is an advantage of this work, as it relies on a well-tested and 
documenting tool.

Formal representations have been derived from require-
ments extracted from a legal text in [82] using a goal-ori-
ented approach. The authors propose a method to model 
formal requirements based on Formal Legal_GRL (FLG) 
using the Goal-oriented Requirements Language (GRL). A 
logic-based approach is used to deal with modalities and 
conditionals in legal text. Legal requirements are extracted 
and annotated using deontic logic for obligations and per-
missions. Similarly, for legal requirements, Boella et al. [26] 
propose a logical framework for formal representation and 
modelling based on an extension of a Defeasible Logic to 
model extensive and restrictive interpretations. The running 
example suggests that amendments to Law may result in 
changes to the adopted ontology. Finally, Maxwell [69] pro-
poses a methodology for extracting production rules from 
legal texts that generate a raw translation and refactors the 
rules to enhance understandability. The approaches of [82] 
and [69] focus on deriving formal requirements from legal 
text and are accordingly more general than the subject mat-
ter of this review.

A summary has been included in Table 10 detailing for 
each paper analyzed, the methodologies, tools, and resources 
adopted from the literature and proposed. The papers are 



SN Computer Science           (2022) 3:345  Page 15 of 25   345 

SN Computer Science

Ta
bl

e 
10

  
Ta

bl
e 

su
m

m
ar

y 
of

 m
et

ho
ds

, t
oo

ls
, a

nd
 re

so
ur

ce
s u

se
d 

an
d 

pr
op

os
ed

 b
y 

pa
pe

rs
 re

le
va

nt
 to

 S
LR

R
Q

D
es

cr
ip

tio
n 

an
d 

re
fe

r-
en

ce
M

et
ho

do
lo

gy
 p

ro
po

se
d

M
et

ho
do

lo
gy

 u
se

d
To

ol
s p

ro
po

se
d

To
ol

s u
se

d
R

es
ou

rc
es

 p
ro

po
se

d
R

es
ou

rc
es

 u
se

d

R
Q

0
Sh

ar
ifi

20
20

 [5
]

Sy
m

bo
le

o
–

Sy
m

bo
le

o 
PC

–
O

nt
ol

og
y 

fo
r c

on
tra

ct
s

–
R

Q
0

Pa
rv

iz
im

os
ae

d2
02

0 
[8

0]
–

Sy
m

bo
le

o
Sy

m
bo

le
o 

C
C

Sy
m

bo
le

o 
PC

–
O

nt
ol

og
y 

fo
r c

on
tra

ct
s

R
Q

0
G

ro
so

f2
00

3 
[4

9]
Sw

ee
tD

ea
l

–
SL

C
P/

Ru
le

M
L

Ru
le

M
L

–
D

A
M

L 
+

 O
IL

, O
W

L
R

Q
0

H
as

hm
i2

01
5 

[5
2]

H
as

hm
i m

et
ho

do
lo

gy
–

–
–

–
C

M
F

R
Q

0
H

e2
01

8 
[5

3]
–

–
–

–
SP

ES
C

 fo
rm

al
 la

ng
ua

ge
So

lid
ity

R
Q

0
D

w
iv

ed
i2

02
1 

[3
9]

SC
LM

L
–

–
Pr

ot
ég

é,
 H

er
m

iT
-to

ol
 

re
as

on
er

, L
iq

ui
dS

tu
di

o
SC

L 
on

to
lo

gy
X

M
L,

 S
ol

id
ity

R
Q

0
B

re
au

x2
01

3 
[3

0]
B

re
au

x 
m

et
ho

do
lo

gy
–

B
re

au
x 

au
to

m
at

ed
 

pa
rs

in
g

–
LR

LS
—

sp
ec

ifi
ca

tio
n

G
ra

ph
M

L,
 X

M
L,

 H
TM

L

R
Q

0
Ze

ni
20

18
 [9

9]
–

N
om

os
T

N
om

os
T

G
ai

us
T,

 S
ta

nf
or

dN
LP

–
W

or
dN

et
, G

oo
gl

eN
gr

am
s

R
Q

1
B

en
ch

19
97

 [2
3]

B
en

ch
 m

et
ho

do
lo

gy
–

–
–

–
O

nt
ol

in
gu

a
R

Q
1

G
an

ge
m

i2
00

5 
[4

3]
G

an
ge

m
i m

et
ho

do
lo

gy
–

–
–

D
O

LC
E-

Li
te

-P
lu

s
C

LO
, J

ur
W

or
dN

et
, 

D
O

LC
E+

R
Q

1
G

riff
o2

01
5 

[6
]

–
U

FO
–

–
U

FO
-L

 o
nt

ol
og

y
U

FO
, L

CO
R

Q
1

G
riff

o2
01

7 
[4

8]
G

riff
o 

m
et

ho
do

lo
gy

–
A

rc
hi

M
at

e 
ex

te
nd

ed
A

rc
hi

M
at

e
U

FO
-S

 o
nt

ol
og

y
U

FO
-S

, U
FO

-L
R

Q
1

K
ab

ila
n2

00
3 

[5
4]

M
ul

ti-
tie

r o
nt

ol
og

y 
fr

am
ew

or
k

–
O

nt
ol

og
y-

m
od

el
in

g 
to

ol
Pr

ot
ég

é 
20

00
, 

D
A

M
L 

+
 O

IL
, D

ue
t

O
nt

ol
og

y 
m

od
el

in
g 

la
ng

ua
ge

–

R
Q

1
C

or
ch

o2
00

5 
[3

7]
M

et
ho

nt
ol

og
y

–
–

W
eb

O
D

E,
 O

D
E

–
–

R
Q

1
Ya

n2
00

6 
[9

8]
Fr

am
ew

or
k 

of
 c

on
tra

ct
 

on
to

l
–

–
Pr

ot
ég

é2
00

0,
 X

M
L

–
O

W
L

R
Q

1
B

oe
r2

00
8 

[2
8]

–
–

M
et

aL
ex

 X
M

L,
 L

K
IF

X
M

L
M

et
aL

ex
 X

M
L,

 L
K

IF
D

es
cr

ip
tio

n 
Lo

gi
c

R
Q

2
K

iy
av

its
ka

ya
20

07
 [9

]
C

er
no

 fr
am

ew
or

k
B

re
au

x 
m

et
ho

do
lo

gy
Li

gh
tw

ei
gh

t t
ex

t 
an

al
ys

is
–

–
W

or
dN

et
, G

oo
gl

eN
gr

am
s

R
Q

2
K

iy
av

its
ka

ya
20

09
 [5

6]
C

er
no

 fr
am

ew
or

k 
ex

t
C

er
no

 fr
am

ew
or

k
G

ai
us

T
Li

gh
tw

ei
gh

t t
ex

t 
an

al
ys

is
–

–

R
Q

2
So

av
i2

02
0 

[2
]

Fo
ur

-s
te

p 
pr

oc
es

s
–

C
on

tra
tto

G
ai

us
T,

 S
ta

nf
or

dN
LP

, 
sp

ac
y

–
W

or
dN

et
, F

ra
m

eN
et

, 
Sy

m
bo

le
o 

on
to

lo
gy

R
Q

2
Ze

ni
20

15
 [4

]
–

C
er

no
 fr

am
ew

or
k

G
ai

us
T 

re
fin

ed
G

ai
us

T,
 A

nn
ot

at
or

 
Sc

he
m

a 
G

en
er

at
or

, 
D

at
ab

as
e 

m
ap

pe
r

–
W

or
dN

et
, G

oo
gl

eN
gr

am
s

R
Q

2
A

ra
uj

o2
01

3 
[1

8]
A

ra
uj

o 
m

et
ho

do
lo

gy
–

–
Pa

la
vr

as
 p

ar
se

r
–

Ex
tra

ct
io

n 
on

to
lo

gy
, 

do
m

ai
n 

on
to

lo
gy

R
Q

2
Le

sm
o2

00
9 

[6
5]

–
–

N
LP

-b
as

ed
 sy

ste
m

D
ee

p 
sy

nt
ac

tic
 a

na
ly

si
s, 

sh
al

lo
w

 se
m

an
tic

 
in

te
rp

re
ta

tio
n

–
N

or
m

eI
nR

et
e

R
Q

2
M

az
ze

i2
00

9 
[7

0]
M

az
ze

i m
et

ho
do

lo
gy

–
–

X
M

L,
 T

U
P

–
N

or
m

eI
nR

et
e

R
Q

2
Q

ua
re

sm
a2

01
0 

[8
1]

Q
ua

re
sm

a 
m

et
ho

do
lo

gy
–

–
SV

M
, n

at
ur

al
 la

ng
ua

ge
 

pa
rs

er
–

Eu
rL

ex



 SN Computer Science           (2022) 3:345   345  Page 16 of 25

SN Computer Science

Ta
bl

e 
10

  
(c

on
tin

ue
d)

R
Q

D
es

cr
ip

tio
n 

an
d 

re
fe

r-
en

ce
M

et
ho

do
lo

gy
 p

ro
po

se
d

M
et

ho
do

lo
gy

 u
se

d
To

ol
s p

ro
po

se
d

To
ol

s u
se

d
R

es
ou

rc
es

 p
ro

po
se

d
R

es
ou

rc
es

 u
se

d

R
Q

2
B

ia
gi

ol
i2

00
5 

[2
5]

–
–

–
SV

M
, p

ro
vi

si
on

 a
ut

o-
m

at
ic

 c
la

ss
ifi

er
 a

nd
 

ex
tra

ct
or

–
N

or
m

eI
nR

et
e

R
Q

2
N

ei
ll2

01
7 

[7
5]

N
ei

ll 
m

et
ho

do
lo

gy
–

–
A

rti
fic

ia
l n

eu
ra

l n
et

-
w

or
k,

 d
ist

rib
ut

io
na

l 
se

m
an

tic
 m

od
el

, 
G

A
TE

–
–

R
Q

2
Sa

in
an

i2
02

0 
[8

7]
–

C
on

str
uc

tiv
e

G
ro

un
de

d 
Th

eo
ry

–
B

id
ire

ct
io

na
l e

nc
od

er
 

re
pr

es
en

ta
tio

ns
, t

ra
ns

-
fo

rm
er

s

–
–

R
Q

2
C

ha
lk

id
is

20
17

 [3
5]

–
–

–
B

IL
ST

M
, L

ST
M

, C
R

F
–

–
R

Q
2

G
ra

bm
ai

r2
01

5 
[4

7]
–

–
LU

IM
A

U
IM

A
, A

pa
ch

e 
Lu

ce
ne

, 
W

at
so

n 
IB

M
–

–

R
Q

2
B

ar
ab

uc
ci

20
09

 [2
2]

–
A

ko
m

a 
N

to
so

 st
an

da
rd

, 
G

R
D

D
L

–
A

ko
m

a 
N

to
so

Vo
ca

bu
la

ry
 o

f c
om

m
on

 
str

uc
tu

re
s

–

R
Q

2
G

ov
er

na
to

ri2
01

6 
[4

6]
G

ov
er

na
to

ri 
m

et
ho

do
l-

og
y

B
us

in
es

s P
ro

ce
ss

 
M

an
ag

em
en

t, 
Le

ga
l 

Ru
le

M
L

–
Le

ga
lR

ul
eM

L
–

–

R
Q

3
Sl

ei
m

i2
02

0 
[9

0]
Sl

ei
m

i r
eq

ui
re

m
en

t 
te

m
pl

at
es

 a
nd

 ru
le

s
–

–
Tr

eg
ex

, J
av

a
–

–

R
Q

3
Le

e2
00

6 
[6

4]
Le

e 
m

et
ho

do
lo

gy
–

–
G

EN
er

ic
 O

bj
ec

t M
od

el
, 

O
K

B
C

Pr
ob

le
m

 D
om

ai
n 

O
nt

ol
-

og
y

–

R
Q

3
Sl

ei
m

i2
01

9 
[8

9]
–

Sl
ei

m
i m

et
ho

do
lo

gy
To

ol
ch

ai
n

SP
A

R
Q

L
–

–
R

Q
3

La
u2

00
5 

[6
3]

–
–

Sh
al

lo
w

 p
ar

se
r

–
Re

gu
la

tio
n 

re
po

si
to

ry
–

R
Q

3
G

ar
ci

a2
01

7 
[4

5]
–

N
LP

C
LI

EL
Ja

pe
, G

A
TE

–
–

R
Q

3
Fi

sc
hb

ac
h2

02
1 

[4
0]

C
iR

A
–

Fi
sc

hb
ac

h 
to

ol
B

ER
T,

 S
V

M
, N

ai
ve

 
B

ay
es

 c
la

ss
ifi

er
–

–

R
Q

3
M

oe
ns

20
07

 [7
1]

–
–

N
ai

ve
 B

ay
es

 c
la

ss
ifi

er
–

A
ra

uc
ar

ia
R

Q
3

G
ro

ve
r2

00
3 

[5
0]

G
ro

ve
r m

et
ho

do
lo

gy
N

LP
A

ut
om

at
ic

 te
xt

 su
m

m
a-

ris
at

io
n 

sy
ste

m
X

M
L-

ba
se

d 
to

ol
–

–

R
Q

4
Sa

ia
s2

00
5 

[8
6]

Sa
ia

s m
et

ho
do

lo
gy

N
LP

EV
O

LP
, I

SC
O

–
–

O
W

L,
 P

ro
lo

g
R

Q
4

La
m

e2
00

5 
[6

0]
La

m
e 

m
et

ho
do

lo
gy

–
–

Sy
nt

ex
–

–
R

Q
4

A
m

ar
de

ilh
20

05
 [1

6]
A

m
ar

de
ilh

 m
et

ho
do

lo
gy

–
–

IT
M

, I
D

E
–

R
D

F 
an

d 
O

W
L 

la
ng

ua
ge

R
Q

4
A

m
at

o2
00

8 
[1

7]
A

m
at

o 
m

et
ho

do
lo

gy
N

LP
 a

na
ly

si
s

–
Je

na
 A

PI
–

Ita
lW

or
dN

et
 a

nd
 Ju

r-
W

or
dN

et
R

Q
4

Fr
an

ce
sc

on
i2

01
0 

[4
2]

Fr
an

ce
sc

on
i m

et
ho

do
l-

og
y

–
xm

Le
ge

sC
la

ss
ifi

er
, 

xm
Le

ge
sE

xt
ra

ct
or

G
A

TE
, T

2K
–

LO
IS

, A
rc

hi
vi

o 
D

oG
i, 

Ju
rW

or
dN

et
R

Q
4

V
öl

ke
r2

00
8 

[9
4]

–
–

Te
xt

2O
nt

o
G

A
TE

, J
A

PE
, 

Tr
ee

Ta
gg

er
–

W
or

dN
et



SN Computer Science           (2022) 3:345  Page 17 of 25   345 

SN Computer Science

Ta
bl

e 
10

  
(c

on
tin

ue
d)

R
Q

D
es

cr
ip

tio
n 

an
d 

re
fe

r-
en

ce
M

et
ho

do
lo

gy
 p

ro
po

se
d

M
et

ho
do

lo
gy

 u
se

d
To

ol
s p

ro
po

se
d

To
ol

s u
se

d
R

es
ou

rc
es

 p
ro

po
se

d
R

es
ou

rc
es

 u
se

d

R
Q

5
K

on
st

an
tin

ou
19

93
 [5

7]
–

–
IL

A
M

 m
od

ul
e

–
–

N
O

M
O

S 
sy

ste
m

R
Q

5
G

ov
er

na
to

ri2
00

6 
[7

]
–

–
–

–
Fo

rm
al

 C
on

tra
ct

 L
an

-
gu

ag
e 

(F
C

L)
B

C
L

R
Q

5
M

on
ta

ze
ri2

01
1 

[7
2]

A
na

C
on

 fr
am

ew
or

k
–

C
on

t_
Pa

rs
er

Sc
rip

tG
en

, 
te

stG
ra

m
m

ar
C

l, 
C

om
-

pa
ris

on
, C

on
t_

G
F_

C
l, 

C
LA

N

–
G

ra
m

m
at

ic
al

 F
ra

m
ew

or
k

R
Q

5
Li

ba
l2

01
9 

[6
7]

N
or

m
at

iv
e 

D
et

ac
hm

en
t 

St
ru

ct
ur

e 
w

ith
 Id

ea
l 

C
on

di
tio

ns
 (N

D
SI

C
)

D
eo

nt
ic

 L
og

ic
M

le
an

C
oP

–
–

–

R
Q

5
Fo

rn
ar

a2
00

9 
[4

1]
–

–
Pr

ot
eg

e 
4.

0 
SW

R
L 

ru
le

s, 
Ja

va
 p

ro
gr

am
TB

ox
, R

bo
x 

an
d 

A
bo

x 
on

to
lo

gy
–

R
Q

5
Pa

lm
ira

ni
20

11
 [7

9]
–

–
–

–
Le

ga
lR

ul
eM

L 
la

ng
ua

ge
Ru

le
M

L 
la

ng
ua

ge
R

Q
5

R
ab

in
ia

20
20

 [8
2]

Fo
rm

al
 L

eg
al

 G
R

L
–

–
G

R
L’

s t
oo

l, 
jU

C
M

N
av

FL
G

 P
ro

ce
du

re
–

R
Q

5
B

oe
lla

20
09

 [2
7]

B
oe

lla
 m

et
ho

do
lo

gy
Ex

te
nd

ed
 d

ef
ea

si
bl

e 
lo

gi
c

–
Ex

te
ns

io
n 

of
 D

L
–

R
Q

5
M

ax
w

el
l2

00
9 

[6
9]

Pr
od

uc
tio

n 
Ru

le
 M

od
-

el
in

g 
m

et
ho

do
lo

gy
M

an
ua

l a
na

ly
si

s
–

–
Pr

ol
og

 ru
le

s
Pr

ol
og

 la
ng

ua
ge



 SN Computer Science           (2022) 3:345   345  Page 18 of 25

SN Computer Science

ordered according to their appearance in this section and for 
the main RQ they address.

Summary of Findings

The SLR supports the identification of the main research 
efforts and existing gaps concerning the six RQs. Below, we 
summarize the results of our work and underline the most 
recurring, novel, and cited works.

RQ0: What are the Main Approaches for Translating 
Legal Documents into Formal Specifications?

A limited number of works have considered the full objec-
tive of translating legal documents into formal specifica-
tions. More generally, limited interest in formal specifi-
cations has been identified despite an increase in the last 
years with the development of smart contract technologies. 
As such, regarding the overall transformation process, it 
should be considered the possibility to complement different 
approaches concerning the four steps presented in the SLR. 
Most of the few approaches that perform the full process 
at first identify concepts and relationships in a legal text 
to subsequently formally represent them with formal log-
ics described in works related to RQ5. The most recurring 
approach relies on the annotation of the concepts using an 
ontology to generate a skeleton of specifications and formal 
expressions in [2, 5, 80]. Other approaches are tailored to 
the generation of models of law [99], Internet contracts [49], 
or rely on conditional structures [52] to extract and model 
contract elements. In recent work, the full process to gener-
ate formal specifications for a smart contract is presented 
[39]. The translation process is often simplified through the 
use of normalized or controlled NL to better identify and 
represent requirements for formal specifications [30, 64, 89, 
90]. Finally, significant initiatives have been identified that 
aim at providing tools supporting management and formal 
representation of legal documents and contracts [22, 46]. 
However, none of them covers the full process of translat-
ing a legal text into formal specifications, and they gener-
ally require significant and time-consuming manual support. 
Moreover, the ability to generate a formal language expres-
sive enough to represent the nuances of legal texts would 
still need significant effort.

RQ1: What Legal Ontologies Have Been Used 
for the Translation?

Significant work has been done to apply, create, or manage 
a legal ontology for legal documents or contracts. Existing 
approaches can be divided into two categories frequently 

considered together: ontology elements are identified from 
text, or vice versa, text is annotated based on an existing 
ontology. The SLR identified significant misalignment in 
defining the concept of ontology itself, as it is frequently 
interchangeably used with terms such as ‘domain model’ 
or ‘conceptual model’. Generally, ontologies offer a higher 
degree of reusability for different contracts, whereas domain 
and conceptual models are specialized for a given type of 
contract (e.g., for renting or employment). The creation of 
ontologies or domain models from text has been investigated 
by [16, 17, 37, 60, 81]. Other approaches rely on multi-
tier ontologies to move from the abstract to the specific 
elements, where the specific elements could also represent 
a domain model [39, 54]. The multi-tier ontology allows 
dealing with the different levels of abstraction required at 
the different layers (e.g., technical implementation, business 
logic) and eases communication among different audiences 
in contract automation (e.g., lawyers and programmers). A 
frequently used tool for modelling ontologies is Protégé, an 
ontology editor and knowledge acquisition system that has 
been used by [18, 41, 98]. The use of Protégé allows rely-
ing on a free, open-source platform that is supported by a 
broad community of users. Significant research has taken 
place to focus on specializing an existing ontology for dif-
ferent contexts to increase the comparability and reusability 
of ontologies. This has been mainly performed with the sup-
port of OWL, a language to represent ontologies that have 
been widely used [18, 28, 41, 42, 86, 99]. Other approaches 
use tools compatible with OWL [4, 22] and most notably 
[37] that proposes METHONTOLOGY, which has been 
adapted to different domains without significant technical 
support. DAML + OIL, the predecessor of OWL, is used by 
[49] in a popular work with a rule-based technique to auto-
mate the execution of business contracts along their lifecy-
cle. Ontologies are similarly implemented using LKIF by 
[28]. A legal ontology frequently applied is CLO, which 
gained traction also thanks to [43] that relies on DOLCE 
and a JurWordNet lexicon. Similarly, there are ontologies 
adapted from CLO [42] or its evolution UFO-L CLO [2, 5, 6, 
48, 80]. The SLR seems to suggest the importance of using a 
common standard to express an ontology, frequently imple-
mented in OWL, and based on an existing ontology, such as 
CLO to rely on a solid, well-documented, and comparable 
basis. Moreover, the review suggests the existence of the 
open question of having legal ontologies that have sufficient 
expressiveness to properly represent legal documents, also 
considering complementary tools for contract management 
(e.g., ArchiMate [48]), to increase their adoption and use by 
legal practitioners.
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RQ2: What Annotation Approaches are Used 
for Semantic Annotation of Legal Text?

Significant research effort has been undertaken concerning 
semantic annotation of legal text, although some challenges 
still have to be overcome to efficiently identify concepts 
from legal texts. Frequently, annotation is implicitly con-
sidered as the foundational element to perform the general 
process of translating a legal contract into a formal specifica-
tion. Two main approaches have been identified; the first and 
most widespread refers to the implementation of NLP based 
rules, used in a varied range of tools to support computers 
in understanding and modelling NL documents [2, 4, 9, 18, 
45, 50, 52, 56, 70]. The second type of approaches refer to 
the use of ML techniques, not necessarily specialized for 
NL, that apply algorithms to learn and improve from experi-
ence [25, 71, 75, 81, 87] and that frequently rely on SVM. 
Although NLP is a research area of ML, frequently, the 
approaches proposed by the authors are generally classified 
under one category or another, or seldom with complemen-
tary approaches (e.g., [47]). The approaches referring to ML, 
are more recent due to the computational power required 
for supervised and unsupervised learning. In ontology-based 
semantic annotation—the most widespread approach—the 
process identifies instances of the concepts defined in the 
ontology, whereas structure annotation is commonly referred 
to on the definition of grammar. A legal text is parsed to per-
form syntactic analysis based on grammar rules to identify 
the structure of a phrase and how words relate to each other 
and mainly involves tokenization and PoS (Part of Speech) 
tagging [4, 17, 42, 45, 47, 81, 87, 94]. Structural annotation 
is mostly performed relying on the definition of a grammar 
to identify structure elements of a contract and, less fre-
quently on ML techniques [35]. Rules IF_THEN are used by 
[52, 70] to identify semantic content. Accuracy in structural 
annotation performs better than in semantic annotation as it 
implies a lower level of ambiguity. Finally, for annotation, it 
is worth underlying significant tools such as Akoma Ntoso 
[22] and LegalRuleML [46] that take a holistic approach 
in the lifecycle of a contract and that use XML markup. 
The interest in those approaches mostly relies on the open-
source, collaborative approach that lays the foundations for 
collaboratively developed, solidly tested tools and with a 
broader spectrum of uses, differently from the majority of 
works identified in the research.

RQ3: What are Main Approaches for Mining 
Relationships from Annotated Text?

The identification of relationships in legal text has been 
frequently considered as a sub-task of semantic annota-
tion; in this case, the proposed approaches share significant 
commonalities with the annotation process. The mining of 

relationships in the legal context has been studied with two 
objectives. The first objective relates to the identification of 
relationships within a phrase (e.g., noun, verbs, and adjec-
tives) [4, 52, 70], whereas the second refers to the identifica-
tion of relationships between different sections of legal text 
(e.g., legal provisions, clauses, etc.) [46, 56, 65]. As such, 
the identification of relationships within a phrase appears to 
support more significantly the objective of generating formal 
specifications compared to the identification of relationships 
among different sections of a text. The latter approach is 
useful as a complementary analysis to identify dependencies 
among different parts of the text to infer contextual knowl-
edge. The identification of relationships among different 
parts of legal text has been performed for legal reasoning in 
[26, 67, 71], or for the identification of structural parts of a 
document (e.g., title, clause, and section) in [45, 82]. Legal 
reasoning—which received significant academic interest—
seems more tailored for the analysis of a legal document as 
a whole, rather than the generation of formal specifications 
from NL. Among other approaches for mining relationships 
from text, checklist and templates [50, 64] or the identifica-
tion of causality in text [40] represent a useful intermediate 
step to support the identification of relationships. However, 
none of them fully cover the requirements to identify the 
relationships between the concepts identified in semantic 
annotation. The proposed approaches tend to be fragmented, 
applicable only to certain concepts and frequently based 
on manual identification, suggesting the need for further 
research in approaches tailoring specifically the identifica-
tion of relationships.

RQ4: What are Main Techniques for Formalizing NL 
Terms into a Domain Model?

The formalization of NL terms into a domain model is 
frequently presented as part of the effort of generating an 
ontology from a legal contract; as such, there frequently is 
overlapping with RQ2. In several cases, the construction of 
a domain model has been identified as a subtask in the pro-
cess of building an ontology using patterns and conditional 
rules [16, 17, 37] or in the context of multilingual ontologies 
[42] that relies on formal logic or graph-theoretic representa-
tions. The proposed approaches apply supervised ML tech-
niques, and are represented in first-order logic [86] or rely 
on statistical measures to identify the relatedness of terms 
[61]. An alternative approach could be represented by the 
adoption of an existing ontology that is subsequently refined 
into a domain model for a specific contract as suggested in 
[42]. A manual approach relies on the use of checklists and 
templates [64]. Still, unresolved remains the development 
of a lexicon, or more generally the development of tools 
to automatically or semi-automatically generate a domain 
model from NL terms. Finally, an increased conceptual 
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alignment in the scientific community concerning the con-
cepts of domain models, conceptual models and ontologies 
would create a better understanding and applicability of the 
existing approaches.

RQ5: What Kinds of Techniques Have Been Studied 
for Translating NL Expressions into Formal Ones 
for Legal Documents?

A challenge recurringly mentioned in the SLR refers to 
the difficulty in conveying the expressiveness of legal 
documents into formal expressions. The translation of NL 
expressions into formal ones is mainly based on knowledge 
representation languages and frequently relies on Deontic 
Logics (e.g., obligations and permissions) [7]. One of the 
first efforts for legal documents relates to propositional logic 
in BCL and represents the more complete and appreciated 
research effort [7]. BCL includes a formal system that allows 
identification of ambiguities, determination of missing or 
implied statements, analysis of the expected behaviours of 
the parties, and existing relationships between different parts 
of the contract. Propositional logic is subsequently adopted 
by [67]. However, propositional logic has important limita-
tions with respect to expressiveness and does not support 
the formalization of many elements of legal contracts. First-
Order Logic, on the other hand, has been used by [41, 86]; 
its limitations concern the representation of categories and 
quantification of relations. Event Calculus—that similarly 
to smart contracts relies on an event-based logic—allows 
the representation of temporal events and their inter-rela-
tionships, and is used by [80]. Sleimi et al. [90] rely on tem-
plates for an intermediate step to formalize NL from legal 
documents. The approaches of [67, 72] rely on controlled 
or normalized text before the generation of formal expres-
sions. Another approach is proposed by [69] and relies on 
production rules. The use of templates, normalized text, or 
production rules—despite being performed mainly manu-
ally—seems to represent a necessary intermediate step to 
increase accuracy in generating formal specifications. The 
last years saw the development of approaches concerning 
the generation of specifications for smart contracts [39] or 
the drafting of contracts in NL-like specifications that can be 
directly implemented into a smart contract [53], but the latter 
approach entails a lower level of formalisation. On the other 
hand, a higher degree of understandability may ensure that 
the formal specification properly reflects the intentions of 
the contracting parties during the lifecycle of the contract. In 
general, selected papers have focused on proposals of speci-
fication languages, whereas more significant efforts need to 
be devoted to techniques—including automated ones—to 
translate NL expressions into such specification languages.

Threats to Validity

The SLR was conducted following the guidelines proposed 
by Kitchenham [10]. These guidelines also call for consid-
eration of threats to validity. Such threats are discussed in 
this section.

Study Completeness

This threat relates to the question “How complete is the 
list of papers considered in the study?” The threat is 
mainly related to the search queries used for each RQ to 
retrieve relevant papers. Given the significant number of 
studies and different approaches which could potentially 
contribute to a given RQ, it is challenging to define search 
queries that are neither too strict nor too broad. The selec-
tion of papers was performed to identify the most relevant 
works based on the number of citations, favouring imple-
mentations and authors with a track record on the topic 
of this SLR. Even so, the process implied a certain level 
of subjectivity, and therefore, the selection of the papers 
may have been different if performed by different authors. 
To mitigate this threat, queries and selected papers were 
presented to three experts on the topic of the SLR who 
suggested missing papers. As a result, queries were revised 
to ensure that suggested relevant papers would be selected 
in a second round of searching.

Another threat is related to the choice of the ACM Guide 
to Computing Literature as the repository used to determine 
relevant works. Even though the repository contains papers 
published in the three most important publishers in the field 
(i.e., ACM, IEEE, and Springer), other significant works 
may have been produced with a different publisher or may 
have not been included in the repository. Similar considera-
tions apply for recent papers which have been included as 
the most relevant papers presented in 2019–2021, and for 
those illustrating formal specification languages that had not 
been identified by the first search. The point is: as executed, 
the SLR did address the completeness threat by including 
recent papers and papers on formal specification languages 
and legal ontologies that were not accounted for by the RQ 
queries. Moreover, the SLR is based on a proposed decom-
position of the overall process of generating formal speci-
fications from a text in natural language. Such decomposi-
tion is subjective and other authors may have proposed other 
approaches and steps.

Classification and Presentation

The classification of papers according to the RQs and the 
types of issues they address also contains elements of 
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subjectivity. To mitigate this threat, a sample of the papers of 
Table 9 were discussed between two authors and a few dis-
crepancies, mostly on the interpretation of RQs, have been 
highlighted. However, the classification of papers into RQs 
entails significant levels of subjectivity. This subjectivity 
was exacerbated by the use of different terminologies among 
different scientific communities in the domain. For example, 
the terms ‘ontology’ and ‘conceptual model’ are frequently 
used interchangeably in the RE community. Moreover, the 
framework proposed in the SLR is based on RQs that cor-
respond to subproblems of the process of generating speci-
fications from legal documents. Papers that did not match 
this problem decomposition were hard to classify. Here, we 
relied on the experience of the three senior authors of this 
study which have been working on the topic for more than 
a decade.

Synopses of Papers

The synopses of the most relevant papers included in the 
SLR is, of course, subjective as it also depends on the back-
ground and understanding of the reader. The synopses were 
generated by the first author. To mitigate this threat, syn-
opses were spot-checked by other authors for accuracy and 
presentation consistency.

Related Work

This section is intended to cover papers that are them-
selves reviews one of the topics identified by the SQs in 
the SLR and have been classified as meta-studies. It does 
not cover non-review papers that are addressing problems 
on the translation process itself. These papers are discussed 
here. No review was identified that specifically refers to 
the translation of contracts in natural language into formal 
specifications.

Regarding ontologies, Valente [92] reviews different 
types of legal ontologies in the domain of Artificial Intel-
ligence (AI) and law. The author proposes a classification 
based on the goal of the ontology, the need to structure infor-
mation, legal reasoning, search and extraction of semantics, 
and understanding a domain. Valente focuses on helping to 
understand the implications of the use of different ontology 
types. Ontologies with light structures frequently rely on 
graphical representation and taxonomies, whereas highly 
structured ontologies are usually based on formal represen-
tation languages. Breuker [31] identifies the main concepts 
recurring in different legal ontologies to be able to reuse 
or combine them for different domains. The reuse of legal 
ontologies may be useful for information retrieval purposes, 
for annotation and tagging, to enhance the ability to query 

a legal document for related terms (e.g., identification of 
synonyms), or to avoid ambiguity.

Wyner et al. [97] explore different annotation approaches 
to extract an argument from legal texts to support decision-
making by judges. The focus of the authors is on the use 
of context-free grammars to extract arguments together 
with NLP tools and ontologies to identify parties of a legal 
case and their relationships. A significant gap is identified 
in the meta-study and concerns the lack of any support for 
the time-consuming task of extracting an ontology from a 
legal text.

Otto et al. [77] review studies on compliance of legal 
text and survey the main research efforts in modelling and 
using legal text for system development, which are based on 
various forms of logic, goal modelling, and semi-structured 
representations. The focus of this paper is to determine the 
applicable regulations and to create compliance policies con-
cerning those regulations. Based on the analysis, the authors 
propose a broad set of requirements for a system aiming to 
support compliance auditors.

Boella et al. [27] review the different approaches to rep-
resent legal knowledge to support requirements engineering 
activities. The authors underline the importance of the use of 
legal experts in the process as existing tools and approaches 
do not fully account for the implications of the law. Most of 
the proposed approaches adopt a ‘textualist’ view of the law, 
frequently associating a norm to a statement and lacking a 
holistic view of the nature of the law. Formal approaches are 
rarely used by law practitioners as they do not fully reflect 
the expressiveness of legal text and NL.

Conclusions

We present an SLR on the process of translating contracts 
expressed in NL into formal specifications. The SRL relies 
on a framework to perform the process which is based on 
four steps: (a) structural and semantic annotation, (b) iden-
tification of relationships, (c) domain modeling, and (d) 
generation of a formal specification. Furthermore, the SLR 
investigates legal ontologies and the implication of their use 
in the four steps. Much work has been performed concerning 
annotation of legal text, both structural and semantic and the 
use of ontologies. Remaining steps have received signifi-
cantly less attention. In this respect, the SLR has identified 
existing research gaps for the problem at hand.

For future research, the study suggests focusing on three 
main open challenges. First, for each of the four steps, the 
tools and the approaches proposed tend to have a signifi-
cant level of domain dependence. That implies that their 
ability to support a translation step significantly decreases 
when applied to a different domain. As a result, a significant 
number of tools and approaches are proposed but a very 
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limited amount among them can be efficiently applied to dif-
ferent domains. Second, the challenge of building tools that 
automatically identify semantic and structure elements from 
the contract text with near expert performance. Finally, it is 
essential to ensure that formal specifications fully capture 
the intent of legal documents to enhance adoption by legal 
practitioners as well as the quality of software systems that 
support the practice of Law. Further involvement of legal 
professionals in developing the tools and the approaches 
proposed in this SLR would be highly beneficial. With the 
ability to better define specifications for a developer that 
properly reflect the content of the contract and support the 
identification of activities that should be performed offline 
for elements for which contract automation presently has 
significant limitations (e.g., litigation). The ability to over-
come such challenges could benefit from the recent inter-
est and developments of smart contracts and blockchain for 
automated contract execution. In our future work, we are 
planning to test the use of a contract template that is imple-
mented using Symboleo [5], a formal specification language 
for legal contracts.
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