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Abstract

The shift towards greater use of renewable energy necessitates dependable, cutting-edge tech-
nical solutions that are both efficient and cost-effective. Wind energy possesses significant po-
tential to fulfill this requirement. Vertical axis wind turbines (VAWTs) are ideally suited for the
growing market of floating offshore wind and could reduce the levelized cost of energy for offshore
platforms. The flow field around a VAWT rotor, in contrast, is characterized by its unsteadiness
and complete three-dimensionality, primarily stemming from the interaction between the rotor
blades and vortical structures. High-fidelity CFD constitutes a crucial tool for investigating in-
tricate flow structures and optimizing the wind turbine at a reduced cost. In the context of this
doctoral thesis, this tool was employed to evaluate and analyze the performance and physical
phenomena characterizing the flow field of three vertical-axis turbines Troposkein, Deepwind
Demonstrator, and H-shaped VAWT. The first two were subjected to experimental study at
the wind tunnel facility of Politecnico di Milano. The experimental data were indispensable in
validating the numerical results obtained.

The first case of the study focused on the small-scale Troposkein turbine, where a set of
two-dimensional simulations of the equatorial section of the machine were conducted to evalu-
ate various spatial resolutions and three turbulence models based on eddy-viscosity, specifically
k-omega SST, and k-omega SST with low-Reynolds formulation, and Spalart-Allmaras. Subse-
quently, comprehensive three-dimensional simulations were performed under conditions of peak
power and high TSR, enabling a thorough assessment of the models in comparison to experi-
mental results. This investigation delves into the aerodynamics of the turbine, encompassing
its spanwise variability, and the flow patterns both around and downstream of the rotor, with
a specific focus on the distinctive nature of the troposkein rotor wake and the associated tip
vortices. Afterward, an analysis on how the blade design influences the machine aerodynamics
was presented, revealing that rotors fabricated using the simplest and most cost-effective blade
bending technique surpass configurations created by manufacturing blades with plan airfoil sec-
tions following the troposkein curve. Based on the numerical settings employed in the preceding
case, the second case study delves into the behavior of the Deepwind demonstrator, evaluating
its performance under conditions of peak power and off-design. This second study was essen-
tial in verifying whether the validated numerical setup for the first turbine could be adaptable
to another turbine characterized by different airfoil profile, varying curvature, rotation speeds,
and a different range of Reynolds numbers. This investigation encompasses the study of the
small-scale model in both upright and tilted operation conditions, which commonly characterize
floating offshore installations. The energy harvesting process and the establishment of the near
wake were considered. Furthermore, an analysis of a full-scale rotor is performed to assess perfor-
mance parameters under uniform flow conditions. These results furnish valuable insights for the
improvement of future designs and their associated installations. The third case study entails an
extensive 3D CFD investigation of the performance and wake development characteristics of a
straight-blade H-shaped VAWT in both an upright and tilted configuration. The VAWT model
is examined at both peak power and off-design TSR values. The assessments are conducted with
a focus on the intricate 3D flow field and the development of the near-wake region. The findings
underscore the substantial influence of factors such as the tilted operational setting, the swept
area variation, the 3D flow originating from the struts, and the effects of finite blade geometry
on the machine’s performance. Various tilt angles were thoroughly examined. The study offers a
thorough analysis of turbine aerodynamics and spanwise variations to elucidate the fluid-dynamic
phenomena and their implications on energy harvesting.
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Chapter 1

Wind Energy

1.1 Wind Energy Global Market Trends

The transition to net-zero world emissions presents a significant challenge that requires a fun-
damental transformation of energy production systems and practices. The International Energy
Agency (IEA) reported that global CO2 emissions increased by 1.7% in 2021, following a sig-
nificant 7% decrease in 2020 due to the impact of the COVID-19 pandemic. This rise can be
attributed to the resurgence of global economic activities in the transport and industrial sec-
tors. Notably, the energy sector remains the largest contributor to CO2 emissions, accounting
for over 70% of global greenhouse gas emissions in 2021 (IEA, 2022a). Significant efforts are
required to achieve the objectives outlined in the Paris Agreement and effectively limit global
warming to 1.5°C. Emissions must be reduced by 45% within 2030 to facilitate achieving net-zero
emissions by 2050 (UN, 2022). This ambitious target highlights the urgency for revolutionary
actions across multiple sectors, including energy production, transportation, and industry. This
includes accelerating the deployment of renewable energy sources such as solar and wind power,
expanding energy efficiency measures, adopting electrification in transportation, and promot-
ing sustainable practices in industries. While this task seems undoubtedly challenging, it also
presents significant opportunities for innovation, job creation, and improved quality of life.

In fact, the increased demand for energy, the rising cost of fossil fuels due to the last geopo-
litical conflicts, and the widespread belief that man-made global warming is taking place are
forcing the development of renewable energy technologies. Countless experts consider wind en-
ergy to be a highly attractive solution, due to the enormous potential of offshore technology
(IEA 2022b). Therefore, wind energy can play a significant role in combating climate change by
reducing emissions.

The wind energy industry has made substantial progress in recent years and has continued to
evolve rapidly since 2000 (IRENA 2022). Over the past two decades, the global installed capacity
of wind energy, both onshore and offshore, has grown significantly. According to IRENA’s data,
the global weighted-average levelized cost of electricity (LCOE) of onshore installation fell by
56%, from USD 0,089/kWh to USD 0,039/kWh. During the same time period, the LCOE for
newly installed offshore wind projects fell by 48% (IRENA 2022). A decrease in LCOE has shown
that wind energy has become an economically beneficial source of energy. In 2021, a total of 830
GW of wind capacity was installed, with the majority of 93% located onshore and the remaining
7% offshore. This was a record year for the global wind power industry with a growth of 17%,
and was the highest growth rate among all renewable energy technologies (IEA 2022b). To meet
the wind power target of 7900 TWh in 2030 set by the net-zero emission goal, an average annual
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CHAPTER 1. WIND ENERGY

expansion rate of 18% is required between 2022 and 2030 (IEA 2022b).

Figure 1.1: Global wind power onshore and offshore, new and total installations [GWEC2022]

The global wind energy market has been attesting a significant upward trend in recent years,
driven by various factors such as increasing environmental concerns, favorable government poli-
cies, technological advancements, and cost reductions. This trend is expected to continue in the
foreseeable future, with several key market dynamics at play. Figure 1.1 provides an accurate
representation of the global wind power landscape by presenting two significant aspects: the
cumulative total of installed wind power across the world and the new installations in 2021. It
includes both onshore and offshore wind energy installations, providing a complete view of the
progress and expansion of wind power generation on a global scale.

In Asia, China has emerged as the world’s largest market for wind power. The country has
made significant investments in wind energy infrastructure, resulting in a substantial increase in
installed capacity. China has a strong onshore wind energy sector, with a focus on large-scale
wind farms in regions with favorable wind resources. The country is also rapidly expanding its
offshore wind capacity along its coastal areas. In addition, Thailand, South Korea, and Japan
have recently intensified their investments in the field of wind energy. Recognizing the importance
of transitioning towards sustainable and renewable energy sources.

In Europe, the United Kingdom has experienced significant growth in both onshore and
offshore wind power. It has been a leader in offshore wind development, with several large-
scale projects operating in its waters. The UK has set ambitious targets to increase offshore
wind capacity, aiming to become a global hub for offshore wind technology and expertise. Also,
Germany has been at the forefront of wind energy development in Europe. The country has a
well-established onshore wind sector and has been increasingly focusing on offshore wind projects
in the North Sea and Baltic Sea. Germany has implemented supportive policies and feed-in tariffs
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1.1. WIND ENERGY GLOBAL MARKET TRENDS

to incentivize wind energy investments. Denmark has a long-standing history in wind energy
and has been a pioneer in the field. The country has a strong onshore wind sector and has been
actively developing offshore wind projects in the North Sea. Denmark is known for its advanced
wind turbine technology and has a strong focus on research and development in the wind energy
sector. Last but not least, the Netherlands has experienced substantial growth in wind energy.
With increasing installed capacity, active construction, and ambitious targets for the future, the
country has demonstrated a strong commitment to renewable energy and is making significant
strides in harnessing the potential of wind power.

In North America, several states in the US, including Texas, Iowa, and California, have
abundant wind resources and have invested heavily in wind power installations. Offshore wind
development has higher momentum, particularly along the East Coast, with multiple projects
in various stages of planning and development. In South America, Brazil has a significant
wind energy market, primarily driven by its strong onshore wind resources. The country has
been rapidly expanding its wind power capacity, with a focus on large-scale wind farms in the
northeastern region. Brazil has implemented actions and supportive policies to encourage wind
energy development and diversify its energy mix.

Figure 1.2: Estimated 2026 Cumulative Offshore Wind Capacity by Country Based on a
Developer-Announced Commercial Operation Date[1]

Focusing more on offshore wind power, which as mentioned is also experiencing notable growth
and is expected to become a key market segment. Offshore wind projects offer the potential for
higher capacity installations, access to stronger and more consistent winds, and reduced visual
impact compared to onshore projects.

As illustrated in Figure 1.2 [1], the estimated cumulative deployment of offshore wind energy
by the year 2026 is projected to achieve an impressive capacity of around 145 GW. The rapid
growth of the offshore wind energy sector, driven by advancements in technology, supportive gov-
ernment policies, and increasing investments, has led to substantial progress in harnessing the
power of wind resources at sea. The anticipated 145 GW capacity demonstrates the significant
contribution that offshore wind is making toward global renewable energy targets. This substan-
tial deployment not only signifies the growing importance of offshore wind as a key player in the
global energy transition but also highlights the industry’s potential to continue its expansion in
the coming years.
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CHAPTER 1. WIND ENERGY

Technically, offshore wind energy can be deployed using two main technologies:
Fixed-bottom offshore wind refers to turbines that are firmly anchored to the seabed using
foundations such as monopiles or jackets. This technology is suitable for water depths up to
around 60 meters. Fixed-bottom platforms have been widely utilized and have a longer history
of commercial deployment. They have proven to be reliable and cost-effective for shallow water
locations. On the other hand, floating offshore wind involves turbines mounted on floating
structures that are not fixed to the seabed. This technology enables the deployment of wind
farms in deeper waters, conventionally greater than 50 meters, where fixed-bottom installations
are not feasible. Floating platforms utilize various mooring systems to keep the turbines stable
and in position. Although still in the early stages of commercialization, floating offshore wind
has the potential to access larger wind resources in deep-water areas.

Figure 1.3 illustrates the global current status of the floating offshore wind energy market
pipeline, focusing on various factors such as time, depth, project size, and country. The in-
formation presented covers projects up until 2026, specifically those that have reported water
depth. Figure 1.3 demonstrates the evolution of the floating offshore wind energy market over
time. Initially, there were small-scale prototypes with a single wind turbine between 2009 and
2015. This was followed by the development of multiturbine demonstration projects from 2016 to
2022. Beyond 2022, the industry anticipates the installation of the first commercial-scale floating
offshore wind projects, which are expected to be significantly larger in size. As the project sizes
increase, so do the water depths at which they are deployed.

Figure 1.3: Global Floating Offshore Wind Energy Projects by Depth, Country, and Project
Size[1]

As we will explore in the subsequent section, VAWTs demonstrate suitability for installation
on floating platforms. Consequently, this integration of VAWTs on floating platforms has the
potential to facilitate the expansion of wind energy into deeper waters.
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1.2. VAWT’S TECHNOLOGY

1.2 VAWT’s Technology

1.2.1 Introduction

Generating electrical energy from wind may seem simple at first glance. However, the rigorous
description of fluid dynamics and the intricate design of the machine make it a highly complex
process. Let’s delve into the operating principle from an aerodynamic standpoint.

Wind power is a valuable resource that, to harness its potential, necessitates systems capable
of converting a portion of kinetic energy into mechanical energy. This mechanical energy enables
the rotation of the shaft in an electricity generator. Wind turbines are the specific devices we
are referring to. They can be broadly categorized into two macro-families, depending on the
orientation of the axis around which the rotor rotates: horizontal axis turbines (HAWTs) and
vertical axis turbines (VAWTs). The majority of existing wind turbines are horizontal-axis,
which continues to dominate the wind market (Hand and Cashman 2020). This is likely due to
their efficiency and the ability to make profitable, large-scale turbines (Cuevas-Carvajal et al.
2022). The size of HAWTs has increased rapidly, having reached turbines rated for 14 MW of
power, with a rotor diameter of 236 m (Electrek 2023). One limitation of HAWTs is that they
must face the incoming wind direction, which necessitates additional costs for yawing systems
and drivetrains to be fully efficient. Additionally, the electric generator is placed on the top of
the shaft, making maintenance complicated. The height of the center of mass also demands high
structural integrity, especially in floating offshore applications.

In contrast, there are several reasons which encourage adopting the VAWT technology. Here,
we simply list a selection of them:(i) The heavy components are at a low level, which increases
the stability of the structure and reduces installation, operation, and maintenance costs.(ii) The
lack of need for yaw control since by design, the VAWT has an omnidirectional nature. (iii)
Employing a direct-drive generator (DDG), so the complex speed-increasing multistage gearbox,
which causes 20% of HAWTs failure, can be eliminated [51, 88]. (iv) The energy deficit in the
counter-rotating VAWTs wake can be recovered in reduced distance according to field exper-
iments [47]. (v) Up-scaling the VAWT architecture for floating off-shore applications doesn’t
run into any significant obstacle, it can be developed to be substantially larger than conven-
tional HAWT. According to estimates, a VAWT’s maximum structural potential is around 30
MW [34]. It is obvious that VAWT technology offers a highly promising option to exploit the
huge potential of offshore wind resources in deep water areas, where up to eighty percent of the
global wind resource is located. According to SANDIA National Lab. a floating VAWT with
an efficient mooring system, can offer a cost of energy (COE) reduction of 20%, in comparison
with the conventional HAWT technology. Even though the advantages of this technology are
well documented in the literature, employing VAWTs remains a significant challenge in the wind
energy industry. To overcome this challenge and work towards the development of more efficient
and reliable turbines, the VAWT’s design cannot be separated from an adequate aerodynamic
study covering all the various aspects that influence its operation.

Vertical-axis wind turbines (VAWTs) can be categorized into two subcategories based on the
design principle employed for generating mechanical torque: those relying on drag and those
utilizing lift.

• Savonius wind turbine: It is named after its Finnish inventor, Sigurd J. Savonius. From
an aerodynamic perspective, this turbine operates based on the drag force. It comprises
a rotor device with two or three semi-cylindrical blades. In a horizontal cross-section, the
two-bladed configuration forms an S-shape, see Figure 1.4a. The curved blades capture
and harness the incoming wind while allowing the wind flowing in the opposite direction to
pass through more easily. Consequently, the blades encounter less resistance when moving
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CHAPTER 1. WIND ENERGY

Figure 1.4: Classification of Vertical Axis Wind Turbines (VAWTs)

against the wind compared to when moving with the wind. This disparity in resistance
causes the Savonius turbine to rotate. One notable feature of this turbine type is its ability
to start automatically, which proves beneficial in overcoming the startup issues faced by
Darrieus-type turbines.

• Darrieus wind turbine: This particular type of turbine was patented by George Darrieus
in 1931, and it was named after him. Unlike the Savonius turbine, the Darrieus turbine
relies on the principle of lift rather than drag from an aerodynamic standpoint. As a result,
it exhibits higher efficiency. In fact, when the dimensions of the swept area are kept the
same, they can generate approximately the same power as Horizontal-Axis Wind Turbines
(HAWTs). Figure 1.4 illustrates the three configurations of Darrieus-type turbines (b, c,
and d). These turbines would have gained significant popularity if not for their startup
issue. To ensure that the lift generated on the turbine blades is capable of driving the
generator, the rotor needs to reach a minimum speed. Therefore, a starting mechanism is
often necessary.

In this thesis, as we will later explore, we will examine the Troposkien configuration 1.4b and
H-shaped configuration 1.4c. Further detailed information regarding their geometric character-
istics will be provided later.
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1.2. VAWT’S TECHNOLOGY

1.2.2 VAWTs Applications

The primary application revolves around the utilization of the VAWTs in urban environments,
where the wind flow tends to be less predictable. This unique characteristic of VAWTs sets
them apart as a superior choice compared to traditional horizontal turbine structures, especially
when it comes to accommodating the limitations imposed by urban environments. The less
reliable wind patterns prevalent in cities and urban areas can pose significant challenges for the
efficient operation of wind turbines. However, VAWTs demonstrate remarkable adaptability to
such conditions, allowing them to effectively harness the available wind energy. Their vertical
orientation enables them to capture wind from various directions, making them less dependent
on consistent wind flow patterns. This flexibility ensures a more consistent power generation,
even in turbulent urban environments. Furthermore, the compact design of VAWTs makes them
highly suitable for on-ground installations in crowded urban spaces. Unlike taller horizontal
turbines, VAWTs can be conveniently positioned closer to the ground, minimizing the impact
on the surrounding landscape. This advantage not only facilitates easier integration into urban
settings but also reduces potential aesthetic concerns associated with taller structures. Moreover,
VAWTs offer an advantage by being mountable onto buildings and rooftops. This adaptability
allows for the exploitation of otherwise underutilized spaces, such as the tops of buildings, where
wind resources are often more accessible.

Figure 1.5: Exemplary Urban Applications of Vertical Axis Wind Turbines

As mentioned, another significant application of VAWTs is their deployment in floating off-
shore environments. By utilizing VAWTs in floating offshore installations, several advantages
can be realized. The inherent design characteristics of VAWTs, such as their ability to capture
wind from various directions, as well as having the heavier components at a lower level enhance
the structural stability and result in cost reductions for installation, operation, and mainte-
nance. This makes them well-suited for the dynamic and changing wind conditions experienced
in offshore environments. In fact, in the last decade, multiple noteworthy projects have been
developed, and a few notable examples include the European projects DeepWind [17, 19, 20],
X-Rotor [63, 36], alongside emerging startup enterprises such as SeaTwirl [2] and World Wide
Wind [3].
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Figure 1.6: Floating VAWTs Examples: a) DeepWind Project - b) 1MW SeaTwirl Prototype
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1.2. VAWT’S TECHNOLOGY

1.2.3 VAWTs Terminology

In order to understand the core operating principle, it is necessary to define a few key terms.
Commencing with the airfoil, which refers to the cross-sectional shape of a blade designed to
generate lift. It play a crucial role in harnessing wind energy efficiently. It is also worth noting
that the sections of turbo-machinery blades or propellers are constructed using airfoil concepts,
as the wings of an airplane. Figure 1.7 summarises the main geometric parameters of an airfoil.

Figure 1.7: Key Geometric Parameters of an Airfoil

• Chord line: The chord of the airfoil is usually employed as the characteristic length for
calculating the Reynolds number or to define the aerodynamic coefficients.

• Camber line: The mean line of the profile, representing its curvature. It’s aligned with
its chord in the case of symmetry and exhibiting a curved shape when asymmetrical.

• Angle of attack: It’s the angle formed between the chord direction and the relative wind.

• Max thickness: The maximum thickness of the profile, it is usually located at quarter of
the chord from its leading edge.

• Leading Edge: It’s the part of profile which first meets the oncoming air. It’s the point
with the greatest curvature.

• Trailing Edge: It’s the rear edge of the profile, characterised by minimal curvature.

The key outcome of aerodynamic analysis lies in determining the aerodynamic forces acting
upon the airfoil. As a convention, the resulting aerodynamic force is typically decomposed into
two components:

• Lift: Refers to the perpendicular component of aerodynamic force in relation to the direc-
tion of the oncoming flow. Generated by the pressure difference between the pressure side
characterized by high pressure due to flow deceleration, and the suction side characterized
by low pressure caused by to the flow acceleration.

• Drag: It is the component of aerodynamic force that acts parallel to the oncoming flow
direction. This force consists of three primary terms: frictional resistance, form resistance,
and induced resistance. Frictional resistance is primarily influenced by fluid viscosity,
form resistance is associated with the specific shape of the body, and induced resistance
is determined by the amount of downwash induced near the airfoil (this deviation in flow
results in the airfoil behaving as if it had a reduced angle of incidence).
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The two aerodynamic forces, which have been already defined, act along a line intersecting the
chord at a specific location called the airfoil’s center of pressure.
The two forces and the moment generated can be expressed in terms of dimensionless coefficients,
named respectively the lift coefficient CL, drag coefficient CD and moment coefficient CM . It
is noteworthy that moments in this context must be referenced to a fixed point in space. Con-
sequently, we can define two distinct moments: the first moment pertains to the airfoil and is
defined in relation to the center of mass, while the second moment is relative to the turbine and
is defined with respect to the axis of rotation.

• Lift coefficient:

CL =
L

1
2ρV

2S
, (1.1)

• Drag coefficient:

CD =
D

1
2ρV

2S
, (1.2)

where V is the wind speed, ρ is the density, and S is the swept area.

Figure 1.8: Aerodynamic Forces and Speed Triangles of VAWTs

In conjunction, the lift and drag give rise to the production of other two forces, the normal
and tangential force, respectively equal to:

FN = 1
2ρW

2SCN ,

FT = 1
2ρW

2SCT .

Where the normal coefficient CN and the tangential coefficient CT are defined as:

CN = CLcosα+ CDsenα,

10
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CT = CLsenα− CDcosα.

The moment generated by the forces:

M(θ) = rFT + bFN =
1

2
ρW 2S[rCT + bCN ], (1.3)

where r is the turbine radius and b indicates the distance between the centre of pressure and the
anchorage point. At this point we are able to define the Moment Coefficient:

CM =
M

1
2ρV

2S
, (1.4)

An important parameter to analyze the performance of wind turbines is the Tip Speed
Ratio (TSR or λ), which is defined as the ratio between the peripheral speed of the blades and
the speed of the incoming undisturbed wind.

λ =
U

V∞
=

πDn

V∞
=

ωr

V∞
. (1.5)

The efficiency and power output of a wind turbine are significantly influenced by the TSR. A
higher TSR indicates that the blades are rotating at a faster speed compared to the incoming
wind, which may result in increased power generation.

The angle of attack α, which is utilized to calculate CT and CN , is a function of the TSR
and the azimuth position θ. It can be approximately expressed by the following equation:

α = tan−1

(
sinθ

cosθ + λ

)
, (1.6)

Figure 1.9 shows the variation of the angle of attack as a function of the azimuth angle, for three
different TSR values:

Figure 1.9: Variation of Airfoil Angle of Attack with TSR and Azimuthal Position

Figure 1.9 clearly illustrates the direct relationship between the decrease in Tip Speed Ratio
(TSR) and the corresponding increase in the angle of attack. This indicates that the VAWT’s
blades are subjected to a greater chance of encountering stall occurrences during the revolution.
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Consequently, it becomes imperative to introduce the definition of the power coefficient and
clarify the process of calculating the power harvested by the wind turbine:

• Power Coefficient: Cp = CMλ.

• Harvested Power: Pharvested = 1
2ρCpAV 3.

Figure 1.10 illustrates the CP vs TSR curve, for various wind turbine designs.

Figure 1.10: Power Coefficient of Wind Turbines as a Function of the TSR

Remarkably, as the TSR increases, the CP also rises, reaching a peak value at an optimal
TSR. This indicates that the turbine is efficiently converting wind energy into power. However,
if the TSR continues to increase beyond this optimal point, the CP gradually decreases due
to factors such as increased drag and turbulence. Therefore, it is crucial to operate the wind
turbine within the TSR range where the CP is maximized to achieve the optimal power output.
As mentioned above. the examined VAWTs are Darrieus rotors, which typically operate within
a tip speed ratio (TSR) range of 3-7.
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1.2.4 VAWT design parameters

There are many design parameters that affect the aerodynamic performance of the VAWT. In
this section, a brief review of these design parameters shown in Figure 1.11 will be given.

Figure 1.11: Key Design Parameters Impacting VAWT Performance

• 1- Solidity:
The VAWT solidity represents the ratio of the total blade plan-form area NcH to the
turbine’s swept area DH. This parameter has been defined in two forms, either σ= Nc/D
or σ= Nc/R by various researchers. The latter definition, which is used predominately in
the literature, is adopted. As reported in Figure 1.12, solidity has a significant impact on
the aerodynamic performance of a VAWT, both on the CP -max and the optimal TSR. The
most noticeable effect of increased solidity is that the CP curve is shifted to the left (lower
TSRs torque), as well as a reduction in the range of turbine operation. A very low solidity
is not desirable due to high rotation speed (high optimal-TSR), which means significant
centrifugal loads, more blockage effect, and losses at the tip and on the struts. On the other
hand, high solidity is not preferred from an aerodynamic point of view (i.e. operating in
low optimal TSR means slower rotating, high torque, and dynamic stall (high AOA). It’s
recommended in the literature that the solidity must be between 0,2 and 0,3 [77, 27, 58,
25].

• 2- Number of blades:
The blade number is an important design element that must be balanced between the
blade stiffness, aerodynamic efficiency, and economic considerations. The turbine solidity
is directly proportional to the blade’s number by definition. Blackwell et al. [23] investigated
the blade number effect on the SNL 2-m turbine, maintaining the same solidity and chordal
Reynolds number for two turbines (with 2 and 3 blades). It’s clear, that to maintain the
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Figure 1.12: The power coefficient curve as a function turbine’s solidity with straight NACA0018
blades [25]

same solidity the blade chord should be different, and so to maintain the same chordal
number the rotation speed must be higher (1.5 times) in the 3-blade case. The peak
efficiency was reached by both. But from the structural point of view, high rotation speed
is not desirable (i.e. high centrifugal loads). Since the Reynolds number should be kept
high, the study suggests the blade number should be small. Another important factor is
that the blade number affects the global torque of the turbine, more blades create less
changing instantaneous torque reducing the torque ripple. The VAWT’s self-starting is
also affected by the number of blades, and this ability improves as the blade’s number is
increased. However, it’s commonly known that a low number of blades (2 or 3) is the most
suitable solution.

• 3- Reynolds number:
The Reynolds number is an essential parameter in aerodynamics and it should always
be taken into account while designing wind turbines. The higher the Reynolds number,
the larger the airfoil static stall angle of attack. In fact, increasing the Reynolds number
improves the VAWT’s efficiency for the whole operation range, as exhibited in Figure 1.13.
Increasing the Reynolds number causes a stall delay and so the optimum TSR decreases.
This suggests that a wind farm with large-scale VAWTs (high Re) is more efficient than
a farm with small-scale turbines covering the same area. Also, a high Reynolds number
improves the self-starting ability which has encouraged the use of larger chords in the design
of VAWTs [78].

• 4- Blade airfoil:
The VAWT COE is hugely affected by the blade airfoil. Furthermore, the airfoil selection
affects the aerodynamic efficiency and structural integrity of each blade. The VAWT’s
unsteady behavior, with regular changes in the AOA and relative velocity, makes choos-
ing a blade airfoil extremely difficult. The design parameters of the airfoil include the
chord length, leading-edge radius, thickness-to-chord ratio, trailing edge profile, maximum
thickness location, and percentage camber. These parameters are illustrated in Figure 1.7.
The symmetrical 4-digit airfoils were used in the first VAWTs prototypes, from NACA
0012 (12% of thickness-to-chord ratio) to NACA 0021 (21%), (the latter is considered
here). The operational nature of the VAWT was the first reason to choose these symmet-
rical airfoils, as the low-pressure surface and the high-pressure surface change during each
turbine’s revolution. The second reason is the huge availability of experimental data at
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Figure 1.13: Reynolds effects on a Single Sirfoil[44], and on VAWT Performance[16]

different Reynolds numbers. The use of NACA 4-digit with a significant thickness-to-chord
ratio (18% and 21%) is required from the structural stiffness standpoint, even if increasing
this ratio, deteriorates the performance of the VAWTs from an aerodynamic viewpoint.
Sandia National Laboratory developed the SAND airfoils, which were designed to produce
NLF (natural laminar flow) over almost all of the blade chord due to the location of the
maximum thickness (x/c about 40%). With this kind of blade, it was difficult to achieve
the laminar flow during the operation, due to erosion of the blade’s leading edge [7]. An-
other airfoil developed by the University of Glasgow, for the stall-regulated VAWTs, is the
GUVA 10, which is symmetrical, sharp-nosed with 18% thickness. It gives a very similar
performance to the NACA 0018 but with a lower stalling AOA [29]. Some early studies
suggested that VAWT efficiency can be improved by adopting blades with a slight cam-
ber. This is because when the camber is added, the upwind part of the VAWT revolution
benefits from improved lift also at smaller AOA, although on the other part (downwind),
the performance becomes worse. Therefore too much camber is not recommended. In
fact, to produce the highest CP , the camber should be less than 3% [59]. From a study
on airfoil optimization, Claessens [55] developed the DU-06-W200 (Delft- University-2006-
WindTurbineApplication-20.0%Thickness). It’s a laminar airfoil with 0.8% camber Fig-
ure 1.14, which features NLF to reduce the drag. Tests in the wind tunnel showed that it
behaves approximately the same as the NACA0018 at the negative AOA. While at positive
AOA, the performance is better due to a higher lift curve slope. This leads to a shift of
the CP curve towards the right, see Figure 1.14.
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Figure 1.14: Shape and Performance comparison of NACA 0018 and DU 06-W200 Airfoils [55]

• 5- Strut design:
The struts connect the blades of the VAWT to its central tower. Clearly, they are always
necessary only for the straight-bladed VAWTs. For the curved-bladed they are optional.
They are needed to give structural support by resisting the gravitational, inertial, and
aerodynamic loads generated by the blades. Apart from these structural merits, their
presence introduces a flow disturbance and creates two types of parasitic drag (one from
the struts themselves and one from their interface with the blades) [7]. Figure 1.16 shows
the comparisons conducted on the SNL 17-m Darrieus, with and without the struts. It was
found that the presence of struts reduces significantly the maximum power output [93].
The performance is sensitive to the addition of a support structure, especially at high tip-
speed ratios. The drag introduced by the struts can be reduced by applying a strut section
that is aerodynamically streamlined. A NACA0021 as strut section and a cylindrical strut
cross-section were investigated [9]. The strut losses with NACA0021 were found to be
much lower. It was indicated that streamlined struts should be used especially for low-
solidity turbines. The drag generated ad interface between the blade and strut is related
to the formation of the ”horseshoe vortex” and can be alleviated by using a fairing. In
fact, the fairing merges the boundary layers of the struts and blades smoothly, reducing the
flow separation. Another important factor in the design of struts is their orientation and
arrangement. In fact, the struts are usually horizontal and connected to the blades with a
T-joint configuration. In some cases, they may be inclined. The latter configuration can
be adopted to reduce the tower height and/or to obtain a lower center of gravity. From the
aerodynamic point of view, it’s not recommended to have acute angles at the joint point,
since the interface drag is lower with the T-joint case. From a structural standpoint, it’s
preferred to have struts connected perpendicularly to the blade since in this configuration
the normal loads of the blades will be transferred to the struts in pure compression or
tension (without imparting bending moments [40]). The horizontal struts can support the
blades in different ways, as illustrated in Figure 1.15. The cantilever supported is preferred
for minimizing the parasitic losses. However, for a standard H-shaped VAWT, the use of
two struts is recommended to reduce the bending moment [48, 8].

• 6- Height-to-Radius ratio and Blade Aspect Ratio:
This ratio is one of the most important parameters of the VAWTs design, especially for the
straight-blades. In fact, fixing the swept area, initially, it might seem preferable to use low
H/R ratio to maximize the chordal Reynolds number. Indeed, increasing the radius allows
the blade chord to be larger [24]. Since that H/R is equal to the product of the chord to
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Figure 1.15: Three Strut Arrangements with Bending Moment Diagrams[42]

Figure 1.16: The Impact of Struts on the Performance of the SNL 17-m Turbine[93]

radius ratio and the blades-aspect-ratio (H/R=H/c x c/R). So increasing the chord means
the blades will have a low aspect ratio which will inevitably result in greater losses at the
blade tip. A study conducted by Zanforlin et al. [81] identified that the Reynolds number
effects are less dominant than the tip loss effects. According to various studies, it is advised
to avoid using small blade aspect ratios, and to achieve respectable performance it must
surpass 7,5. However, it was identified that the peak efficiency increase with H/R, but the
blade failure probability also increase with H/R.

• 7- Chord to radius ratio (Curvature Index):
The VAWT’s cycloidal motion means that its blades are subject to a curvilinear flow. In
fact, a symmetrical blade immersed in a curvilinear flow is similar to a cambered one at
incidence in rectilinear flow 1.17. Numerical studies conducted by Rainbird et al. [76] found
the following: - As the c/R is increased, the virtual incidence increases. - Fixing c/R, a
slight increase in the virtual incidence with increasing the tip speed ratio.
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Figure 1.17: Flow Curvature Influence on a VAWT Airfoil[62]

• 8- Blade pitch angle:
The blade pitch angle is defined as the angle between the blade chord and the line tangent
to the pitch circle at the blade-strut-connection point (i.e. c/4 or c/2). The neutral blade
pitch angle is when the tangent line and the blade chord are colinear. This angle can be
positive ”toe-in” or negative ”toe-out” as shown in Figure 1.18. It was identified from
experimental and numerical studies that a small negative pitch angle (β=-2°) improves the
performance (about 10% [56, 46]), because implementing a negative pitch angle reduces
the excessive angle of attack on the upwind side where the turbine produces more power,
and delay the occurrence of dynamic stall. Instead, a positive β forces stall to occur earlier.

Figure 1.18: Types of fixed blade pitch angles

18



Chapter 2

Applied Numerical Methods

2.1 Introduction

Over the past three decades, the size of commercial wind turbines has significantly increased.
Initially, in the early 1980s, they were about 50 kW in capacity, but now they have evolved into
multi-megawatt (MW) turbines with rotor diameters exceeding 200 m. Despite predictions of
reaching an optimal mid-range size and periods of stagnation, commercial wind turbines have
consistently grown in size. Over a span of ten years, the installed generator power has approx-
imately increased 5 times. The primary objective behind this growth is to decrease the cost of
energy production. As long as increasing the turbine size leads to cost reduction, it is expected
that wind turbines will continue to increase in size for many years to come. However, there are
certain factors that could halt this trend, such as challenges associated with manufacturing large
blades, as well as handling the weight-induced stress that becomes more and more important
when the turbine’s diameter is augmented and its rotation speed is reduced.
Alternatively, a more advanced approach to harnessing more wind energy is to enhance aero-
dynamic efficiency through optimization techniques in the initial design. In the development of
new wind turbines, optimizing the energy output and minimizing production costs have become
crucial concerns, necessitating aerodynamic and structural optimization. Consequently, reducing
the cost of energy per unit produced by a wind turbine is a significant objective in modern wind
turbine research. However, since the target is to reduce the LCOE, an aerodynamic optimal
rotor may not always be the most cost-effective.

Having accurate and efficient models to predict wind turbine performance is crucial in obtain-
ing reliable optimum designs for wind turbine rotors. This is because optimization techniques
rely on these models, which include both aerodynamic and structural components. Consequently,
the outcomes of an optimization procedure are significantly influenced by the mathematical and
numerical models employed. Therefore, the quality and effectiveness of these models play a vital
role in ensuring the reliability of the final design of wind turbine rotors.

Researchers have shown a growing interest in rotor aerodynamics in recent years, driven by
the demands of the wind energy industry. Notably, there have been remarkable advancements in
the development of numerical simulation tools for optimizing rotor performance, modeling wind
turbine wakes, and analyzing the aerodynamics of wind farms. These advancements, facilitated
by modern computational fluid dynamics (CFD) tools and computational resources, have played
a vital role in significantly advancing the state-of-the-art in rotor aerodynamics. Through CFD,
engineers have been able to formulate and validate engineering principles for a wide range of
previously unsolved problems. Experimental data and CFD computations using innovative tech-
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niques are now used to derive airfoil data for blade design. However, the classical method for
assessing wind turbine aerodynamics, known as the Blade Element Method (BEM) technique,
which is known for its speed and reliability in aerodynamic optimization, remains in use today
but with various additional corrections. This adaptation enables the BEM technique to address
a broader range of operational conditions.

The figure below illustrates the various numerical methods used to simulate the aerodynamics
of wind turbines. With the shift from employing inviscid models to adopting more advanced
methodologies, the fidelity of the simulation improves considerably. However, this improvement
comes at the expense of a substantial increase in computational requirements.

Figure 2.1: Numerical Approaches in Investigating Aerodynamics

In this section, the aim is to provide a brief overview of these diverse aerodynamic models
that have been employed to optimize the design of wind turbines. Subsequently, our attention
will shift towards emphasizing the CFD model adopted specifically within the context of this
thesis.

2.2 Inviscid Models

2.2.1 Overview on BEM Method

The Blade Element Momentum theory (BEM) holds a prominent position as a widely adopted
industry standard methodology, extending its influence to the present day. It distinguishes itself
through its notable accuracy when thoughtfully configured, its favorable computational efficiency,
and its inherent adaptability and customizability. However, it is essential to recognize the inher-
ent limitations of this approach, particularly in terms of its ability to provide a comprehensive
depiction of the flow field and its indirect treatment of airfoil aerodynamics. Instead of directly
solving these aerodynamic phenomena, BEM relies on the utilization of assembled parameters
to approximate and represent them. Specifically, the turbine is assimilated as an actuator disk,
effectively extracting energy from the fluid flow.

The BEM theory is a combination of the momentum theory, originally developed by Glauert
for propellers and by Betz for windmills, and the blade element theory. The momentum theory
involves analyzing a control volume to conserve momentum, while the blade element theory
focuses on analyzing the forces acting on a blade section based on the incoming flow and blade
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geometry. In the BEM theory, the forces calculated using the blade element method are linked
to the change in momentum as predicted by the momentum theory. This connection allows for
calculations of the performance characteristics for each annular section of the rotor. In fact, in the
BEM method, the rotor is divided into streamtubes, which can be visualized as annular sections
with an infinitesimally small thickness denoted by dr, see Figure 2.2 for HAWT applications.

Figure 2.2: Illustration of the Blade Element Method (BEM) Approach

The conservation of momentum equation in the streamwise direction is employed to model
the thrust of the rotor. In this approach, the rotor’s thrust is represented as a deceleration of
the flow, resulting in the expansion of the streamtube.

dT

dr
= ρU2πr4a(1− a) (2.1)

The exchanged torque is obtained by the conservation of angular momentum:

dQ

dr
= UΩr3π4a′(1− a) (2.2)

Where a and a′ are the backbone of the BEM theory. They are defined as follows:

a =
1

4sin2ϕ/(σCn) + 1
a′ =

1

4sinϕcosϕ/(σCt)− 1
(2.3)

where ϕ is the flow angle, i.e. the angle between the local relative speed and the rotor plane.
σ=Nn c/2πr is the local solidity.

In the BEM method, the entirety of the equation system, known for its non-linear and implicit
nature, necessitates a solution process that can either involve the implementation of a non-linear
technique to solve the complete set of equations or the adoption of a simple iterative updating
method. The latter choice proves to be the most convenient for various reasons, and the procedure
for obtaining a solution may be outlined as follows:

1. Dividing the rotor blade into a series of span-wise segments, typically ranging from 20 to
30 elements, and initiate an iterative process for each individual segment.

2. Make an initial estimation (Guess) for the variables a and a’. This estimation can be derived
either from the values obtained in the preceding element or, for instance, by assigning a
value of 1/3 to a and 0 to a’.
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3. Calculate the flow angle using the given expression: ϕ = tan−1
(

1−a
λx(1+a′)

)
where λ = ΩR

V∞

is the Tip Speed Ratio and x = r/R.

4. Compute the angle of attack (α = ϕ− γ). Utilize this information to derive and determine
the airfoil characteristics Cl = Cl(α) and Cd = Cd(α).

5. Compute the normal and tangential force coefficients Cn and Ct as follows: Cn = Clcosϕ+
Cdsinϕ and Ct = Clsinϕ− Cdcosϕ.

6. Update a and a′, then continue the iterative process until convergence.

For each element around 10 iterations should be sufficient in order to achieve acceptably con-
verged values if the turbine is running in its usual wind turbine state. However, at off-design
conditions, convergence may be problematic and this represents one of the BEM limitations.
BEM theory reformulated according to the so-called Double Multiple stream tube model pre-
sented by [69] can applied to VAWTs, as done by [82], see figure2.3, where some modifications
were introduced to improve the local load prediction; the method however still requires having
accurate database to reach accurate prediction.

Figure 2.3: Schematic of the DMST model reference frame[82]

2.2.2 Overview on Vortex Method

The utilization of vortex methods has been extensively explored in aircraft and helicopter research
to model the wake and air loads in different operational conditions. Currently, these methods are
becoming an attractive tools for the analysis and design of wind turbine rotors. This approach
allows for a significant interaction between the design method and blade geometry, resulting in
a more comprehensive aerodynamic description than BEM methods. In fact, in comparison to
the BEM method, it offers greater accuracy in capturing physical solutions for attached flow
conditions by incorporating boundary layer corrections. Moreover, the vortex method remains
valid across a broader range of turbine operating conditions.

Vortex methods propose two approaches to model the trailing and shed vortices produced
by wind turbine blades: utilizing either freely or restrictedly moving vortex. The prescribed
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wake demands less computational effort compared to the free wake approach, but it necessitates
experimental data to ensure its validity across a wide range of operating conditions. In opposition,
the free wake model stands out as the most computationally demanding. However, this latter
offers superior accuracy in predicting wake geometry and loads compared to the prescribed wake
model, primarily due to its less restrictive assumptions.

The Vortex flow theory is based on the assumption of an incompressible flow (∇·V = 0) and
an irrotational flow (∇ x V = 0) at all points, except for the vortex’s origin, where the velocity
is infinite. Furthermore, in vortex theory, the vortical structure of the wake can be represented
through the utilization of either vortex filaments or vortex particles. A vortex filament is a
model that involves concentrated vortices aligned along an axis, with a singularity located at the
center. In addition, the Biot-Savart law allows the calculation of the velocity induced. However,
the Biot-Savart law exhibits a singularity when the point at which the induced velocity is being
evaluated coincides with the axis of the vortex filament. Moreover, when the evaluation point is
in close proximity to the vortex filament, an unphysical and excessively large induced velocity
occurs at that specific location. To deal with this matter, one potential solution is to utilize a
viscous vortex model with a finite core size, which involves incorporating a multiplication factor
to mitigate the singularity (cut-off radius rc). Therefore, the Biot-Savart low becomes:

V ind = − 1

4π

∫
Γ

r × δl

r3 + r2c
(2.4)

where Γ represents the strength of the vortex filament.
Currently, in the field of wind energy, one notable and noteworthy application of the vortex

model is the QBLADE software. QBLADE is specifically built upon the Lifting Line Free
Vortex Wake (LLFVW) concept. Similar to BEM method, the LLFVW model also relies on
the utilization of two-dimensional sectional airfoil polar data to compute the blade forces. The
main distinction lies in the explicit resolution of the rotor wake, which is shed from the blades.
This represents a significant advancement compared to the conventional approaches employed
in the BEM Method, which often require the inclusion of numerous empirical corrections within
the simulated system. By explicitly modeling the dynamics of the wake, the need for correction
models is avoided, leading to more physically accurate results. Simulation results demonstrate
notable improvements, particularly in scenarios where the assumptions of the BEM Method
are violated. These scenarios encompass unsteady operations, significant blade deformations,
and high tip speed ratios approaching turbulent wake states. These conditions are increasingly
prevalent as the industry trend leans towards larger rotor sizes and offshore floating wind turbines.

In this framework, the rotor is modeled using a lifting line situated at the quarter chord
position of the 2D airfoil sections. Additionally, each blade panel is represented by a vortex
ring comprised of four straight vortex filaments. The determination of the circulation of the
bound vortex lines, which constitute the lifting line, relies on the relative inflow velocity and the
lift and drag coefficients acquired from tabulated airfoil data. The calculation of the sectional
circulation follows the principles of the Kutta-Joukowski theorem: δFL(α) = ρVrel × δΓ, where
∂FL is the sectional lift force and ρ is the fluid density. The relative velocity Vrel is determined
by combining the free stream velocity, blade motion, and induced velocity. The induced velocity
is computed using the Biot-Savart equation, which considers the contributions from all vortex
elements on the blade and in the wake.

In each time step (see figure 2.5), the circulation distribution along the blade is determined,
employing an iterative process that ensures the alignment of predicted forces based on the Kutta-
Joukowski theorem and the blade element theorem. During the iteration, updates are made solely
to the bound vorticity distribution, while the influence of wake elements on the blade is evaluated
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Figure 2.4: Key Elements of Blade and Wake Models in the LLFVW Algorithm[4]

only once. Once convergence is achieved, the rotor rotation is advanced for a single time step.
The free wake vortex elements are convected based on the local inflow and local induced velocity.
Following the wake convection step, new vortex elements are generated between the trailing edge
of each blade panel and the last row of wake vortices that have been carried away from the
trailing edge.

Figure 2.5: Aerodynamic calculations for a single time-step in QBlade[4]

As a final step, the circulation is calculated and assigned to the newly released vortex lines
by adhering to the Kutta condition.

Γtrail =
∂Γbound

∂x
∆x, Γshed =

∂Γbound

∂t
∆t. (2.5)

The shed and trailing vortices are interconnected through shared vortex nodes. During the
free wake convection step, the evolution of the wake is evaluated by advancing the positions of
these vortex nodes over time. Each newly created vortex node is connected to at least one shed
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and one trailing vortex filament, resulting in approximately half the number of vortex nodes
compared to the total number of vortex filaments. As a result, the Biot-Savart equation needs to
be evaluated a reduced number of times, which reduces the computational cost by a factor of 2
due to the interconnectivity of the wake lattice. To optimize the wake structure and reduce the
number of free vortices within the wake, a method has been implemented to remove individual
vortices from the wake mesh by detaching vortex filaments from their corresponding nodes.
During each step of the simulation, a check is performed to eliminate isolated vortex nodes that
are not attached to any vortex filament. The removal of vortices from the wake lattice reduces
the influence of interconnections as more vortices are removed.

The vortex model can also be considered as potential tool for VAWTs simulations to predict
the load at reduced CPU cost. However proper sub-models and corrections are still needed, see
e.g [60].

Inviscid models are easily applicable to the HAWTs. Yet, they have several disadvantages,
such as neglecting the effects of viscosity, which lead to inaccurate predictions of flow separa-
tion, boundary layer effects, and wake dynamics near the blades. They oversimplify the flow
physics, assuming idealized conditions and resulting in significant discrepancies with real-world
behavior. They fail to capture the complex wake dynamics behind wind turbines, which can
affect power production and turbine interactions. Moreover, these models are limited in simulat-
ing wind turbines under different operating conditions. For accurate simulations, more advanced
computational fluid dynamics models are necessary, considering the full Navier-Stokes equations,
and turbulence models, and accounting for viscous effects, wake dynamics, and a wide range of
operating conditions. The vortex
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2.3 Viscous model: CFD

Computational Fluid Dynamics (CFD) comprises a set of methodologies that enable the numer-
ical simulation of fluid motion, heat exchange, and related phenomena, including combustion
and chemical reactions, by utilizing computer-based techniques. This technique finds extensive
application in engineering, as employing CFD software to address fluid-dynamic problems offers
numerous advantages, such as:

• CFD simulations provide detailed insights into fluid behavior, allowing engineers to accu-
rately analyze complex flow patterns, turbulence, and fluid-structure interactions.

• Cost and time efficiency: By employing CFD, engineers can conduct virtual experiments
and optimize designs without the need for physical prototypes.

• Design Optimization: CFD software enables iterative design improvements, allowing en-
gineers to explore numerous design variations and optimize performance parameters for
better efficiency, reliability, and safety.

• CFD simulations generate visual representations, such as velocity vectors and streamline
plots, facilitating understanding flow characteristics.

• CFD models enable the prediction of key performance metrics, such as lift and drag forces,
momentum, pressure distributions...etc, assisting in the evaluation and comparison of de-
sign alternatives.

2.3.1 Structure of CFD Code

Most of the commercial codes currently used in engineering, such as Star CCM+, which is used
in this thesis work, have an interface that allows the user to easily set up the various calculation
and analysis options. The first question that comes to mind is: how is a CFD code structured?

A CFD code generally consists of three main parts, which correspond to the three phases of
analysis of the problem to be solved, in order are:

• Pre-processing: In this phase, the physical problem is defined and then implemented as
a mathematical model. The calculation domain is divided into several elements to create
a calculation grid (mesh) in which the properties and boundary conditions are set. As
the overall accuracy of the simulation is heavily dependent on the quality and density of
the mesh, it is important to create a grid that is not uniform over the whole domain but
fine where the gradients of the variable quantities are greater and coarse in the region
characterized by slight changes in flow conditions.

• Solver: The numerical resolution algorithm represents the core of a CFD code. The
following approach is used by all major CFD solvers:
- Modeling the unknowns of the problem using simple analytic functions,
- Discretization of governing equations by substituting previous functions,
- Solving the algebraic system of equations.

• Post-processing: At this stage, the obtained numerical solution is analyzed. The output
of the solver is a vector that allows obtaining the value of the quantities of interest (pressure,
velocity, and so on...) in the considered domain. This data must be collected, and processed
in the most suitable way for analysis, to produce a physical representation of the solution.
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2.3.2 Navier–Stokes equations

The fundamental governing equations for the description of fluid flow motion, known as the
Navier-Stokes equations, represent the formulation of conservation principles within a given
volume. These equations can be examined through two distinct approaches:

• Eulerian Approach: The region being studied is referred to as a control volume since
it remains fixed in space while the fluid molecules contained within it undergo changes
over time. The control volume, as a standalone system, is considered open, enabling the
exchange of both mass and energy with the surrounding fluid

• Lagrangian Approach: The region being investigated is known as a material volume as
it moves along with the fluid, ensuring that the fluid molecules within it remains constant.
The system consisting solely of the material volume is considered closed, as it does not
exchange mass with the surrounding fluid but only exchanges energy.

The volume under study implies the verification of three fundamental laws as a general require-
ment. These laws can be outlined as follows:

• Conservation of mass:

m = cost → dm

dt
= 0 (2.6)

• Newton’s second law:

F⃗ = ma⃗ =
dp

dt
(2.7)

• First principle of thermodynamics (conservation of energy)

dE

dt
=

dQ

dt
+

dL

dt
(2.8)

Wind turbines typically operate at tip speeds below 100 m/s, resulting in incompressible flow
around them. Therefore, in this section, we will solely focus on presenting the equations associ-
ated with incompressible flow

• Conservation of mass: The mass of a fluid can be mathematically described as a function
of its density and the volume it occupies:

m =

∫
V

ρ dV (2.9)

Considering an open system, applying the Reynolds transport theorem: ”The variation
of a generic extensive quantity relative to the volume of a mass, corre-
sponds to the variation of the quantity itself in the control volume CV
plus the flux of the quantity through the surface of the control volume”.
Then the law of conservation of the mass becomes:

dm

dt
=

∫
V

∂ρ

∂t
dV +

∫
S

ρU · ndS (2.10)

where the first addend is the mass variation in the control volume considered, while the
second is the mass flow across the CV surface, and n is the normal vector at each point of
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the surface. If we then apply Gauss’s divergence theorem, in order to convert the surface
integral into a volume integral, we obtain:∫

V

∂ρ

∂t
dV +

∫
V

∇ · (ρU)dV = 0 (2.11)

which in differential form is written as:

∂ρ

∂t
+∇ · (ρU) = 0 → ∂ρ

∂t
+ U∇ · ρ+ ρ∇ · U = 0 (2.12)

For incompressible flow, since ρ is constant, the continuity equation reduces to:

∇ · U = 0 (2.13)

• Conservation of Momentum: The principle of momentum conservation originates from
Newton’s second law of motion. By defining ’m’ as the mass of the particle, we can express:

dp

dt
=

d(mU)

dt
= F⃗ (2.14)

F⃗ is the sum of the forces applied to the particle, i.e. both volume and surface forces:

F⃗ =

∫
V

ρf dV +

∫
S

TS · n dS (2.15)

Where f indicates the entity of volume forces per unit mass. TS is the stress tensor, acting
on the surface, defined as follows:

TS = −p+ τ (2.16)

p indicates the hydro-static component of the stress tensor, which corresponds to the
pressure p=pI , where I is the identity matrix, τ , on the other hand, is the viscous stress
tensor defined as follows:

τ = µ[∇(U) +∇T (U)] (2.17)

Therefore, we obtain:
dp

dt
=

∫
V

ρf dV +

∫
S

TS · n dS (2.18)

Applying the Reynolds transport theorem to the left-hand term:

dp

dt
=

∫
V

∂

∂t
(ρU) dV +

∫
S

ρU(U · n) dS (2.19)

By employing the divergence theorem:∫
V

∂

∂t
(ρU) dV +

∫
V

∇(ρUU) dV =

∫
V

ρf dV +

∫
V

∇ · TS dV (2.20)

Expressing this equation in its differential form and substituting the components of TS ,
we can rewrite it as follows:

∂

∂t
(ρU) +∇(ρUU) = ∇ · τ −∇ · (p) + ρf (2.21)
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Rewriting in an extended version:
ρDu

Dt = ρfx − ∂p
∂x + µ(∂

2u
∂x2 + ∂2u

∂y2 + ∂2u
∂z2 )

ρDv
Dt = ρfy − ∂p

∂y + µ( ∂
2v

∂x2 + ∂2v
∂y2 + ∂2v

∂z2 )

ρDw
Dt = ρfz − ∂p

∂z + µ(∂
2w

∂x2 + ∂2w
∂y2 + ∂2w

∂z2 )

(2.22)

Considering the previously mentioned continuity equation as well. The derived equations
correspond to the well-known Navier-Stokes equations for incompressible flow. They are
second-order and non-linear differential equations with four unknowns.

• Conservation of kinetic energy: By considering the simplified equation governing the
conservation of momentum:

ρ
DU

Dt
= ∇ · τ (2.23)

Performing scalar multiplication of both sides of the equation by U:

U · ρDU

Dt
= U · (∇ · τ) (2.24)

The LHS left hand side term can be demonstrated to be equal to:

U · ρDU

Dt
= ρ

Dekin
Dt

(2.25)

While the RHS right hand side term can be demonstrated to be equal to:

U · (∇ · τ) = ∇ · (τ · U)− 2µS : S (2.26)

Where S = µ[∇(U)+∇(U)T ]
2 , called strain rate tensor. Therefore, we obtain:

ρ
Dekin
Dt

= ∇ · (τ · U)− 2µS : S (2.27)

2µS : S represents the dissipation term, i.e. it transforms the kinetic energy into internal
energy. While τ · U is the contribution due to the forces acting on the surface of the CV.

• Conservation of total energy: It’s well-known that:

DEt

Dt
= Q̇+ Ẇ (2.28)

Where Q̇ and Ẇ are the thermal and the mechanical power respectively. Defining Et = met,
with et = ekin + eint + echim + epot, which refers to the total energy per mass unit. By
neglecting potential energy and energy associated with chemical or nuclear reactions, the
equation can be expressed using the transport theorem as follows:∫

V

∂(ρet)

∂t
dV +

∫
S

ρetU · ndS =

∫
S

k∇T · ndS +

∫
S

τ · U · ndS (2.29)

Where k is the thermal conductivity and T is the temperature. With a few intermediate
steps, we can derive the following:

ρ
Det
Dt

= ρ
Dekin
Dt

+ ρ
Deint
Dt

= ∇ · (τ · U) +∇ · (k∇T ) (2.30)

By substituting the kinetic energy equation and incorporating the term p∇ · U , which is
present only in a compressible flow, we can derive the conservation of internal energy. This
can be expressed as follows:

ρ
Deint
Dt

= ∇ · (k∇T ) + 2µS : S − p∇ · U (2.31)
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2.3.3 Turbulence modelling

Turbulence is inherently a stochastic phenomenon capable of efficiently transporting and dif-
fusing momentum through velocity and pressure fluctuations. A turbulent flow is characterized
by spatial and temporal variations, even though in certain instances, it may maintain constant
average values over time. The Reynolds number, which represents the ratio of inertial forces to
viscous forces, plays a crucial role in characterizing the nature of a flow. This parameter becomes
particularly significant as it determines the type of flow behavior. At sufficiently high Reynolds
numbers, viscous effects become negligible, and energy is transferred through an inviscid process
that is independent of viscosity. Large eddies are inherently unstable and consequently fragment
into smaller eddies, progressively transferring energy to increasingly smaller scales. These smaller
eddies eventually dissipate turbulent kinetic energy as a result of viscosity. This phenomenon is
commonly referred to as the “Energy cascade”. This concept of the energy cascade was first
introduced by Rischardson in 1922. Taken up by Kolmogorov in 1941, based on some simple
similarity assumptions: Kolmogorov microscales theory. This theory mainly answers to:
-What is the scale of the smallest eddies that are accountable for the dissipation of energy?
-As the characteristic size decreases, how do the characteristic velocity and time scales alter?

The assumptions of Kolmogorov’s theory are:
1- Local isotropy: For sufficiently high Reynolds numbers, it is observed that only the small
scales of a turbulent flow exhibit static isotropy, meaning they are independent of translations,
rotations, and reflections. Conversely, the large scales of the flow remain anisotropic. To distin-
guish between the large anisotropic and small isotropic eddies, a reference length is introduced
to serve as a demarcation point.: lr = L

6 .
2- First similarity hypothesis: For each turbulent flow (High Reynolds numbers), small-scale
statistics have a universal form uniquely determined by ν and ε (the dynamic viscosity and
energy dissipation term). An expression of the characteristic quantities of small scales can be
derived employing dimensional analysis:

- Characteristic length: η = ν3/4

ε1/4

- Characteristic time: tη = (νε )
1/2

- Characteristic velocity : uη = (νε)1/4.
By utilizing these terms in calculations, the Reynolds number for small scales can be determined
to be on the order of unity, indicating that the magnitude of viscous forces is approximately
equal to that of inertial forces. Moreover, it can be inferred that the disparity between the two
scales is primarily dependent on the Reynolds number, following a certain relationship:

L
η = Re3/4 , U

uη
= Re1/4 , t

tη
= Re1/2

3- Second similarity hypothesis: For high Reynolds numbers, the statistical characteris-
tics of the flux at intermediate scales ”r” within the interval L ≫ r ≫ η (where L is the integral
scale and η is the Kolmogorov microscale) exhibit a universal form that solely relies on the energy
dissipation rate ε and is independent of the viscosity ν. Thus, the influence of viscosity becomes
negligible in this range. This interval is referred to as the ”inertial sub-range” as it represents
the region where energy is transferred from large eddies to small dissipating eddies, signifying a
transitional flow of energy.
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In order to numerically simulate a turbulent flow, it is essential to consider the inher-
ent characteristics of the real velocity field, which is three-dimensional, random, and unsteady.
Additionally, turbulent flows exhibit a wide range of temporal and spatial scales. As a result,
discretization of the convective term becomes necessary. To achieve this, one of the following
techniques is employed, they are distinguished based on the variables being solved.

Figure 2.6: Schematic Illustration of Turbulence Modeling Scales

• DNS (Direct numerical simulation): In this approach, we simulate all scales, both spatial
and temporal, and precisely we consider the variables U(x, t) and p(x, t). This method is
known for its high accuracy and comprehensiveness. However, its applicability is limited
to certain Reynolds number values and relatively simple geometries. Moreover, the com-
putational demands of this approach are directly proportional to the Reynolds number,
and this proportionality can be shown to be approximately cubic. As a result, numerical
simulations become excessively onerous for any existing computer.

• LES (Large eddies simulation): The variables, in this approach, become U(x, t) e p(x, t),
which indicate the filtered (not the averaged) magnitudes; The large scales are simulated
while the small scales are modeled. The decomposition used in this technique is as follows:
U(x, t) = U(x, t)+u′(x, t), where U(x, t) depends on a parameter that chooses which scales
should be simulated and which ones should be modeled, u′(x, t) instead is the residual
component. The computational cost is however high and currently, it’s used mostly only
in academic research.

• RANS (Reynolds averaged Navier-Stokes equations): The variables involved are ⟨U⟩, ⟨p⟩,
νT , ⟨u′u′⟩, where the calculation of the last variable, the Reynolds stress tensor, is the
most expensive. This technique is of significant practical interest due to its remarkably low
computational cost. Furthermore, the thesis work focuses on investigating the mean flow
behavior and capturing averaged quantities rather than resolving micro-scale turbulence
structures. Therefore, this is the employed technique. Later on, we will delve into the
origins of this term, its modeling, and the specific conditions under which it applies.
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RANS modeling, introduced by Reynolds in 1894, uses the following decomposition of the
velocity field:

U(x, t) = ⟨U(x, t)⟩+ u′(x, t),

where ⟨U(x, t)⟩ is the averaged value of U over a certain period of time, which is small enough
in relation to the phenomena to be tracked but high enough in comparison to the turbulence
disturbances. u′(x, t), on the other hand, represents the fluctuation of U.

Figure 2.7: Schematic illustration of RANS decomposition

By revisiting the Navier-Stokes equations and employing the Reynolds decomposition, we can
establish the fundamental framework of RANS modeling as follows:

∇.⟨U⟩ = 0

ρD⟨U⟩
Dt

= ∇.[µ(∇⟨U⟩+∇⟨U⟩T )− ⟨p⟩I − ρ⟨u′u′⟩]
B.C

(2.32)

where the terms on the right-hand side of the momentum conservation equation are described
as follows:

• µ(∇⟨U⟩ + ∇⟨U⟩T ): represents the viscous stresses that transport the momentum to the
molecular scales.

• ⟨p⟩I: the isotropic stress component due to the mean pressure field.

• ⟨u′u′⟩:The Reynolds stress tensor, responsible for the momentum transfer due to the fluc-
tuations. It is a symmetric tensor, therefore ⟨u′

iu
′
j⟩ = ⟨u′

ju
′
i⟩. As a result, it has only six

unknowns instead of nine.

The Boussinesq hypothesis: The set of RANS equations that need to be solved consists of
four equations: one for continuity and three for momentum conservation. In contrast, there are
ten unknowns: six related to the stress tensor, three associated with the average velocity field,
and one for the average pressure. To ensure a closed problem, we would require an additional
six equations, or alternatively, utilize approximations to describe the stress tensor. One possible
approach to address this is by employing the Boussinesq hypothesis, although its applicability
may not always be valid.

Before delving into this topic, it is beneficial to introduce the concept of the turbulent kinetic
energy κ per unit mass of fluctuations, which can be expressed in the following two manners:

κ = 1
2 tr⟨u

′u′⟩ = 1
2 ⟨u

′ · u′⟩
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The tensor ⟨u′u′⟩ can be decomposed into an isotropic component ⟨u′u′⟩I and in a deviatoric
component ⟨u′u′⟩D.

⟨u′u′⟩I = 1
3 tr(⟨u

′u′⟩)I = 2
3κI

⟨u′u′⟩D = ⟨u′u′⟩ − 2
3κI

Boussinesq’s hypothesis states that the deviatoric component of the Reynolds stress tensor is
proportional to the averaged strain rate tensor.

⟨u′u′⟩D = −2νT ⟨S⟩

The proportionality constant is νT , called turbulent viscosity. Defining µ = ρν & µT = ρνT , the
momentum equation becomes:

ρ
D⟨U⟩
Dt

= ∇ · [ρ(ν + νT )(∇⟨U⟩+∇⟨U⟩T )− (⟨p⟩+ 2

3
κ)I] (2.33)

That is:

ρ
D⟨U⟩
Dt

= ∇ · 2ρνeff ⟨S⟩ − ∇ · (⟨p⟩+ 2

3
κ)I (2.34)

Where νeff = ν + νT is called effective dynamic viscosity, and considers the enhancement of
momentum diffusivity caused by fluctuations. As a result, instead of dealing with five unknowns,
here we have only one (νT ). We have nearly resolved the problem; the only remaining step is to
determine an appropriate method for defining νT , which enables achieving a closed problem. The
determination of turbulent viscosity νT involves the introduction of a turbulence model, which
can be either a two-equation (k-ε & k-ω ) or one-equation model (Spalart-Allmaras). This thesis
work focuses on two turbulence models, the k-ω SST and Spalart-Allmaras Model. Consequently,
our theory illustration will be limited to these two models.

2.3.4 K-omega SST Model

The k-omega SST turbulence model represents an advancement of the original k-omega model,
developed by Menter in 1993 [61]. This model utilizes two equations to define turbulent viscosity.
The SST version offers the advantage of smoothly transitioning from a classical k-ω model near
the wall, where it produces accurate results, to a k-ε model further away from the wall. The k-ε
model is known for its ability to predict fluid behavior in such regions. Consequently, the k-omega
SST model is frequently employed to solve viscous boundary layer scales, thereby enhancing
accuracy in scenarios involving adverse pressure gradients and boundary layer separation.

The two equations of the model relate respectively to:

• k, the turbulent kinetic energy:

∂(ρκ)

∂t
+

∂(ρυjκ)

∂xj
= P − β∗ρωκ+

∂

[
(µ+ σκµT )

∂κ
∂xj

]
∂xj

, (2.35)

• ω, specific dissipation of κ, defined as ω = ε
κ :

∂(ρω)

∂t
+

∂(ρυjω)

∂xj
=

γ

νT
P − β∗ρω2 +

∂

[
(µ+ σωµT )

∂ω
∂xj

]
∂xj

+ 2(1− F1)
ρσω2

∂xj

∂κ

∂xj

∂ω

∂xj
(2.36)

Where ε = dκ
dt is the dissipation of turbulent kinetic energy that transforms kinetic energy

into internal energy.
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The following definition is used for the turbulent viscosity equation (with µT = ρνT ):

µT =
ρa1κ

max(a1ω,ΩF2)
, (2.37)

F1 is the function that combines the k-omega model used in the near-wall region to the k-ε model
that is employed in the undisturbed flow zone, away from the wall. It is defined as:

F1 = tanh(arg1
4),

arg1 = min

[
max

( √
k

β∗ωd
,
500ν

d2ω

)
,
4ρσω2k

CDkωd2

]
(2.38)

Where d represents the distance to the nearest wall, while CDkω represents the positive part of
the partial derivative of turbulent kinetic energy and dissipation:

CDkω = max

(
2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj
, 10−20

)
(2.39)

On the other hand, F2 is the function used in turbulent viscosity:

F2 = tanh(arg2
4),

arg1 = min

[
max

( √
k

β∗ωd
,
500ν

d2ω

)]
. (2.40)

The model constants are:

a1 = 0.31, β∗ = 0.09, χ = 0.41

The coefficients of the SST model are derived from the set of the functions ϕ1 for the k-omega
model and ϕ2 for the k-ε model:

ϕ = F1ϕ1 + (1− F1)ϕ2 (2.41)

The remaining constants are divided between the k-omega model and the k-ε model:

σk1 = 0.85, σω1 = 0.5, β1 = 0.075.

σk2 = 1.0, σω2 = 0.856, β2 = 0.0828.

The wall conditions for energy and dissipation are respectively:

k = 0, ω = 10 6µL
ρβ1(d1)2

,

As mentioned above, d1 represents the distance to the nearest cell’s node.

2.3.5 Spalart-Allmaras Model

The Spalart-Allmaras turbulence model employs a single transport equation to accurately de-
pict turbulent kinematic viscosity. This model has been specially designed to cater to both
aerodynamic applications and those involving turbomachinery. Despite the inclusion of multiple
parameters and coefficients, the Spalart-Allmaras turbulence model offers computational effi-
ciency compared to two-equation turbulence models. This advantage arises from the fact that
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only a single dynamic differential equation needs to be solved. The single dynamic equation in
this model describes a kinematic variable known as the Spalart-Allmaras variable ṽ.

µT = ρṽfv1 (2.42)

The damping function, fv1, is computed using the following formula:

fv1 =
χ3

χ3 + C3
v1

χ =
ρv̂

µT
(2.43)

The transport equation for the modified diffusivity, ṽ, is expressed as follows:

∂(ρṽ)

∂t
+∇ · (ρṽu) = 1

σv̂
∇ ·

[
(µ+ ρṽ)∇ṽ

]
+ Pṽ + Sṽ (2.44)

Where Sṽ is a user-defined source term, and Pṽ is the production term, which is composed of a
combination of the following terms: the non-conservative diffusion term, the turbulent production
term, the nonlinear production term, and the turbulent dissipation term. The computation of
the aforementioned terms, along with their respective constants, is extensively documented in
the literature.

2.3.6 Wall Treatment

In order to accurately simulate the flow behavior in the near-wall zones, it is imperative to provide
a comprehensive description of the boundary layer and its corresponding sub-zones. Therefore,
it proves beneficial to establish a clear definition of the characteristic quantities:

• Wall shear stresses: Due solely to the presence of the viscous component.

τw = ρν

(
∂⟨U⟩
∂y

)
y=0

• Friction velocity:

uτ =
√

τw
ρ

• Viscous lengthscale:

δν = ν
√

ρ
τw

= ν
uτ

• Y plus: The distance from the wall is measured according to the defined viscous lengths.

y+ = y
δν

= uτy
ν

It is evident that the expression of y+ exhibits similarity to the definition of a local Reynolds
number. As a result, the value of this quantity determines the relative importance of both the
viscous and turbulent effects.
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The figure below illustrates the relationship between the two types of stress and their respec-
tive trends as a function of y+:

Figure 2.8: Reynolds & Viscous stress trend as a function of y+

Based on the value of the already defined parameter y+, the boundary layer can be classified
into the following distinct regions:

• Viscous sublayer: y+ < 5. The Reynolds stresses are negligible compared to viscous
stresses. By defining the dimensionless velocity ( the viscous scales averaged velocity profile)

with u+ = ⟨U⟩
uτ

. It can be affirmed that in this specific area, y+ is equivalent to u+.

• Buffer layer: y+ < 50. The viscous effects continue to influence the total shear stress.

• Outer layer : y+ > 50. In this zone the viscous effects become negligible.

Within the region where y+ > 30, the velocity profile adheres to the logarithmic law as follows:

y+ = 1
κ ln(y

+) +B,

where κ = 0.41 called von Karman’s constant, and B=5.2= constant.

Figure 2.9: Trend of the two wall laws as a function of y+
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The wall treatment in Star CCM+ exhibits a strong correlation with the chosen turbulence
model. Once the turbulence model is selected, the associated wall treatment method is automat-
ically determined. In the Star CCM+ software, a range of wall treatment options is available,
encompassing the following variants:

• High-y+ wall treatment: This wall treatment methodology is predicated on the as-
sumption that the cells adjacent to the wall are situated within the logarithmic region,
wherein the application of wall functions is relevant. These wall functions entail a set of
mathematical relationships employed to establish appropriate boundary conditions. Con-
sequently, this approach renders the turbulence model valid solely in regions external to the
boundary layer, where viscous stresses exert minimal influence. Conversely, the boundary
layer region, wherein viscous stresses play a significant role, remains unresolved within this
framework.

• Low-y+ wall treatment: This particular wall treatment approach is specifically applica-
ble to turbulence models designed for low Reynolds numbers. It operates on the assumption
that the viscous sublayer is accurately resolved. Low Reynolds number models are known
to be valid across the entire boundary layer, encompassing the viscous sublayer. However,
in order to resolve the intricacies of the viscous sublayer, such models necessitate a suf-
ficiently fine grid resolution. Consequently, the computational cost associated with these
models can be quite significant, and it tends to increase with higher Reynolds numbers

• All-y+ wall treatment: This wall treatment represents a hybrid approach that aims
to replicate the characteristics of both high-y+ wall treatment for coarse grids and low-
y+ wall treatment for fine grids. As such, it attempts to provide accurate results even for
grids with intermediate resolutions, particularly when the cell centroid lies within the buffer
region of the stratum limit. By employing this hybrid treatment, the ALL Y+ approach
achieves a balanced simulation of the wall boundary layer dynamics across a range of grid
resolutions, thereby enabling reliable predictions in scenarios where the grid falls within
the transitional regime.

In our different case study, the ALL Y+ wall treatment is employed.

2.3.7 Spatial Discretization

The term discretization refers to the substitution of an exact and continuous solution of our
system of partial differential equations (PDE) by an approximated numerical solution in a discrete
domain. It can be implemented with different methods:

• Finite Element Method FEM

• Finite difference method FDM

• Finite Volume Method FVM

The majority of the commercial codes currently in use, including Star CCM+, are based on
the finite-volume discretization method. The main reasons lie in its simplicity, generality and
it’s ability to use both structured and unstructured mesh.
The finite volume method was developed in the 1970s in the field of computational fluid dynamics.
In this methodology the computational domain is divided into many small volumes called ’cells’,
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Figure 2.10: CFD Discretization Techniques and Examples of Commercial Softwares

and the discretization is applied directly to the equations written for a finite control volume in
integral form. Let’s consider the following conservation equation written in integral form:

d

dt

∫
Ω

ΦdΩ = −
∫
S

ΦV · ndS +

∫
S

χ∇Φ · ndS +

∫
Ω

QdΩ. (2.45)

This equation is written for a generic scalar quantity Φ, for an arbitrary control volume Ω and
its surface S with a normal vector n.
The term on the left of the equation represents the total variation of Φ inside Ω, while the inte-
grals on the right-hand side represent how Φ can change (convective and diffusive flow).
The finite volume scheme is derived by applying this conservation equation on each cell of the
computational domain. The next step is to approximate the integrals of the equation, by substi-
tuting each integral with a discretized algebraic equation. At this point the discretized equations
of all our domain cells form the numerical system to be solved. More attention must be paid
on the boundary of the computational domain, where the surface integrals are modified to take
account of the imposed boundary conditions.

2.3.8 Temporal Discretization

In this section, we will provide a concise overview of the discretization process for the unsteady
term in the conservation equation. Various methods have been developed to tackle this task, all
of which rely on the finite difference method. However, our discussion will center on highlighting
the two most widely employed schemes, which are considered standard practices in the field:

• Explicit:
This categorization is referred to as explicit because it enables us to explicitly express our
unknown variable in relation to the known quantities. It employs a forward time scheme,
which means it progresses the solution in a time-stepping manner. Typically, it is coupled
with a space-centered scheme, resulting in its designation as FTSC (Forward Time Centered
Space).
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• Implicit:
The solution is implicit, meaning it is not feasible to express the unknown variable explicitly
in terms of the other quantities. Consequently, all the terms are computed at the time
”n+1,” except for the term present in the time derivative. This approach is known as a
backward time scheme, as it involves backward stepping in time. It is commonly referred
to as BTCS: Backward Time Centered Space due to its combination with a centered space
scheme.
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Interestingly, while an implicit scheme requires more computational effort compared to its explicit
counterpart, it offers several advantages that make it widely employed in practice. One notable
benefit of implicit methods is their improved numerical stability properties. They are less prone
to numerical instabilities, which can occur with explicit methods. Moreover, implicit schemes
allow for the utilization of larger time steps, which can significantly expedite the convergence
toward the desired solution. This capability arises from the inherent nature of implicit methods,
where all terms except the time derivative are evaluated at the future time level (n+1). By
incorporating information from future time levels, implicit schemes exhibit better stability and
are capable of capturing transient phenomena with greater precision. Additionally, implicit
methods provide flexibility in handling a wide range of problems, including those with highly
nonlinear or non-uniform behavior. Their ability to handle stiff equations, which involve rapid
changes or disparate time scales, further enhances their utility in practical applications.

2.3.9 Boundary Conditions

Each CFD simulation focuses on a specific aspect of the physical reality under investigation.
Upon reaching the boundary of the numerical domain, careful consideration must be given to
the encountered conditions, which necessitates the utilization of boundary condition classes to
simplify the task. This phase carries significant importance as an inappropriate selection of
conditions can undermine both the stability and efficiency of the solution. In this section, we
illustrate a selection of frequently employed boundary conditions within the field of CFD.

• Wall: This condition is employed when solid walls are present, specifically in our case,
referring to the surface of the blades and spokes. The no-slip condition serves as the
default setting for viscous flows, ensuring that there is zero relative velocity between the
fluid and the solid boundary. Additionally, for turbulent flows, the calculation of shear
stress is performed using the designated turbulence model chosen for the simulation.

• Velocity-Inlet: This condition is employed to establish the flow velocity, along with
all associated scalar properties of the flow, at the inlet zone. It offers the flexibility to
specify either constant or variable parameters, as well as they can alternately be distributed
uniformly or not uniformly along the boundary itself.

• Pressure outlet: By applying this condition, a predetermined static outlet pressure is set,
while simultaneously allowing for a range of back-flow conditions to mitigate convergence
challenges. Additionally, in simulations involving rotating domains, a radial equilibrium
distribution is incorporated, enabling the determination of the pressure gradient as a func-
tion of the distance from the axis of rotation, denoted as ’r,’ and the tangential velocity
component, denoted Vt.
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∂p
∂r = ρ

V 2
t

r

• Simmetry: This condition establishes a mirrored face or surface and should be exclusively
applied when the physical object or geometry, as well as the anticipated flow field pattern
of the resulting solution, exhibit mirror symmetry along that specific surface.

In our analysis, all of these boundary conditions were employed. In the 2D study, only the first
three conditions were utilized, whereas the last condition was incorporated specifically for the
3D case. This addition allowed us to leverage the symmetry plane, thereby avoiding the need to
simulate the entire height of the turbine in some specific cases.

2.3.10 Coupled and Segregated Flow

To solve the pressure and velocity equations in computational fluid dynamics, both coupled and
segregated flow models can be used with different numerical algorithms and techniques. Each of
these flow models has its advantages and considerations:

• Coupled Flow Model: It offers a computational approach that solves the conservation
equations of mass, momentum, and energy simultaneously through pseudo-time marching.
This formulation exhibits robustness in accurately capturing flows with dominant source
terms, such as rotational flows. Additionally, the computational time required by the
Coupled Flow model scales linearly with the number of cells, ensuring that the convergence
speed does not excessively deteriorate with increasing grid resolution. The model also
supports the incorporation of preconditioning matrices within the governing equations,
both in integral and discretized forms. As a result, it enables the solution of compressible
and incompressible flows across a wide range of speeds.

• Segregated Flow Model: It represents a distinct resolution algorithm where the gov-
erning equations are solved sequentially, i.e., independently of each other. This approach
proves to be memory-efficient since the equations only need to be stored in memory one at
a time when discretized. However, the Segregated Flow model exhibits relatively slow con-
vergence due to the decoupled nature of the solution process, as each equation is resolved
independently without considering the full coupling among the governing equations.
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Chapter 3

Research Framework

3.1 Introduction

In deep-sea areas (more than 50 m depth), which possess the majority of the offshore wind energy
potential, installing wind turbines on floating foundations is the only feasible solution [45]. This
introduces a new set of challenges as the tower and rotor are subjected to highly unsteady loads
caused by the presence of sea waves [45]. Further research and development efforts are required
for floating offshore wind turbines (FOWTs). In fact, these efforts are being undertaken as
part of international research projects such as OC6 or IEA Task 47. Consequently, exploring
alternative configurations becomes crucial from both scientific and technical perspectives.
In such a research context, the lift-driven VAWTs, based on the Darrieus patent [5], represent a
distinctive alternative configuration that has the potential to compete with the HAWTs. Darrieus
obtained a patent for his idea prior to the widespread adoption of Horizontal Axis Wind Turbines
(HAWTs). During the patent presentation, his concept was believed to surpass all other existing
devices for converting wind energy in terms of theoretical performance. Although the VAWT was
defeated by the HAWT in both onshore and offshore fixed-bottom wind farm setups. This was
primarily due to the VAWT’s complex aerodynamics, which led to inherent rotor unsteadiness,
periodic operation of airfoils in post-stall and deep-stall conditions, and the involvement of fully
three-dimensional aerodynamics, for both H-shaped and the ’egg-beater’ rotor design [49]. These
three primary characteristics posed significant limitations to the development of VAWTs across
multiple aspects: i) The inherent unsteadiness of VAWTs resulted in time-varying fatigue loads
on the blades and supporting structures such as spokes and struts. This also led to pulsating
bending moments on the tower structure, often necessitating the use of guy wires for the egg-
beater rotors. ii) The initiation of stall conditions in VAWTs led to reduced efficiency and
introduced uncertainty into the design process. iii) The distinctive shape of the VAWT rotor
greatly complicated the calibration of engineering design codes. This complexity arose from the
reliance of these codes on either experimental benchmark data or on fully 3D and unsteady CFD.
Despite these complex aerodynamic aspects and their resulting effects, the VAWT technology
offers distinct advantages over the HAWT [32]. As mentioned, some of these are particularly
relevant for Floating Offshore Wind Turbines (FOWTs): i) The VAWT design allows the rotor
to be less affected by changes in yaw angle and flow skewness, which are promoted by the motion
of the platform [79]. ii) Installing the gearbox, electric generator, and other heavy components
at the base of the turbine can reduce installation and maintenance costs [57]. iii) The increase
in blade root tensile stress with the rotor diameter, caused by the weight-induced moment, can
be alleviated by adjusting the H/D ratio. This is an advantage that HAWTs cannot achieve.
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The application of VAWTs in the context of Floating Offshore Wind Turbines was introduced
through the EU-FP7 Deepwind research program [70]. This program focused on exploring the
scalability of VAWT rotors to larger dimensions, which is crucial for reducing the levelized cost
of energy LCOE. The DeepWind project demonstrated that the troposkein shape, possibly with
certain modifications as discussed in [70], could be an optimal rotor configuration actually feasible
in FOWTs applications.

As previously mentioned, lift-driven VAWTs showcase a wide array of configurations [18],
including the H-shaped, Troposkien [15], V-shaped [86], and Helical [90]. This Ph.D. thesis
centers on the aerodynamic behavior of the first two solutions while operating in different flow
conditions. An overview of the analyzed cases is provided in this chapter, while the in-depth
studies are presented separately in the next chapters.

3.1.1 Summary and Motivations

Parameter Troposkein
model

Deepwind
Demonstrator

H-shaped model

Blades 3 3 3
Blades height[m] 1.51 1.902 2.02
Rotor Diameter[m] 1.51 2.02 2.02
Chord[m] 0.086 0.101 0.101
Solidity[Nc/R] 0.34 0.30 0.30
Rotation speed[rpm] 400 300 300
Blade airfoil NACA0021 DU06W200 NACA0021
Swept area[m2] 1.5 2.63 4.08
Rotor tilt angle 0° 0° - 15° 0°-10°-20°-30°
Reynoldseq @ Peak condition 1.2 x 105 1.8 x 105 1.8 x 105

Table 3.1: Cases of studies: Summary

Table 3.1 summarizes the various design and operational parameters associated with the
three case studies. Although the initial impression might suggest a similarity between the first
two machines configured with troposkein shape, a closer examination reveals fundamental dis-
tinctions, as detailed in the table. The decision to investigate both machines stems from two
primary motivations. Firstly, it is attributed to the availability of experimental data, which
proved essential in validating the chosen numerical settings. Secondly, this choice was driven by
the desire to ascertain whether the observed results and performance trends exhibit variations,
and if so, to comprehend the nature of these variations in response to alterations in the machine’s
design and operational conditions. Following the considerations on the machine solidity given in
Chapter 1, the selected machines are characterized by a solidity value of approximately 0.3. This
is tightly related to a design approach for small-scale relatively high-solidity VAWTs, in order to
keep optimum turbine rotational velocity, properly to minimize vibrations. Different operating
conditions were investigated on the small-lab troposkein model and the Deepwind demonstrator
with the objective of assessing the impact of the blade airfoil and the blade stocking line on the
performance indexes. The inherent non-linearity of relevant fluid dynamic phenomena makes
more complex the evaluation of the machine behavior and thus restricted and selected topics
of interest and parameters of variations are considered among those available from experimen-
tal data sets. Taking into account these considerations, the two troposkein-based VAWTs have
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been studied to draw physical interpretations and performance evaluations for typical design and
off-design operation conditions. The relevant parameters of variation having an impact are the
blade design, the flow regime, and the upright and inclined state.

Subsequently, the third case study related to the H-shaped VAWT emerged as a natural
progression from the examination of the second machine. Its objective was to conduct a com-
prehensive exploration of the tilted operational condition that characterizes vertical-axis wind
turbines deployed in floating applications. It is worth noting that only a few works in the exist-
ing literature offer insight into this particular operation condition. The H-shaped configuration
provides the advantage that a portion of it encounters a clean flow in the downwind zone, in
addition to an increase in its swept area, resulting in higher power harvesting. This advantage
is absent in the troposkein configuration.

3.2 Cases of Study: Overview

3.2.1 Troposkein VAWT

During the 1970s and 1980s, the troposkein VAWT technology underwent a systematic study at
Sandia Lab [43, 22, 75]. However, it fell behind in competition against the HAWT, leading to
a halt in VAWT development. Renewed interest in VAWTs emerged in the early 21st century,
with a particular focus on small-scale distributed applications. In such contexts, simpler rotor
designs like straight-blade H-shaped rotors proved more cost-effective than troposkein designs.
Consequently, the majority of research efforts shifted towards these types of VAWTs, resulting in
a significant expansion of knowledge in the field. Recent works have enriched the experimental
database on prototypes at the laboratory scale [65, 35, 87, 31, 52, 54, 15], enhancing modeling
techniques [85, 12, 10, 11, 26, 21], and investigating operational issues concerning VAWTs[78,
50, 66, 14, 64, 41]. Over the past twenty years, there has been a scarcity of studies focusing
on the detailed aerodynamics of the troposkein configuration. Some documented studies have
examined experimental models of troposkein VAWTs in laboratory settings [17, 15, 73], while
others have employed low-fidelity engineering tools for theoretical analysis [82] (using a blade-
element momentum model) and [83] (using a lifting-line free-vortex wake model). Additionally,
CFD simulations have been presented in [28, 89]. This creates a noticeable disparity between
the level of understanding achieved for simplified straight-blade VAWT rotors and the knowl-
edge currently available for the troposkein configuration. To bridge this gap, high-fidelity CFD
investigations can play a key role. They possess the capability to provide reliable assessments of
performance and loads, as well as generate good representations of airflow, which are necessary
for a comprehensive understanding of the aerodynamics of the turbine.

The chapter related to the Troposkien VAWT introduces a computational study conducted
on a laboratory model of a troposkein VAWT. The study is supported by a comprehensive col-
lection of experimental data regarding the turbine’s performance and the velocity field in its
wake, which has been documented in references [15]. Initially, the machine is studied with a
series of two-dimensional (2D) simulations, specifically targeting the equatorial section of the
rotor. The aim of those simulations is to gather initial insights into the machine’s performance
across its entire operational range. These computations serve a dual purpose: (i) to evaluate and
refine the CFD tool being utilized and (ii) to acquire an initial understanding of modeling and
operational challenges associated with the turbine. Afterward, full 3D simulations are presented
and discussed for the turbine operating at high load and at peak efficiency conditions. By com-
paring the experimental data with the results obtained from 2D/3D CFD simulations important
and peculiar features of the troposkein rotor aerodynamics are revealed. To further enhance
the understanding of the design of the troposkein rotor, the impact of the blade stacking angle
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is examined through a dedicated set of 3D CFD simulations. The investigation gives valuable
recommendations and guidelines for the design of future troposkein rotors.
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3.2.2 Deepwind Demonstrator

The FP7 European-funded DeepWind Project was presented in 2010, during a period marked
by significant advancements in emerging technologies. These advancements encompassed the
development of floating spar buoys, mooring systems, direct drive sub-sea generators, and a
highly-controlled pultrusion process for blade manufacturing. These innovations were effectively
incorporated to achieve the goal of developing a more economically efficient turbine in contrast
to conventional models [17]. The Deepwind concept introduced a novel approach, featuring a
large-scale Troposkien-shaped VAWT with a capacity of 5 MW (with potential considerations
for further expansion up to 20 MW), positioned on a floating platform as its base, with the
integration of a direct drive sub-sea generator into its structure.

In order to foster the deployment of the DeepWind concept, different studies were carried
out to improve the design and behavior of this machine [70, 72, 17, 19, 20]. One essential
consideration in the DeepWind concept’s design is to limit the inclination angle to no more than
14 degrees [71]. Despite the integration of spar technology into the floating platform and a low
center of gravity providing a significant stabilizing force, there’s an expectation that the rotor
may experience tilting during operation. This tilting action acts similarly to a gyroscopic effect,
causing the rotor to trace an elliptical trajectory on the water surfaces [71]. Experiments using a
scaled model of the DeepWind turbine were conducted in the Politecnico di Milano wind tunnel,
to assess the turbine’s performance under both upright and tilted configurations [17]. Specifically,
the investigation was conducted to quantify the impact of a 15-degree tilt angle. This particular
challenge has raised several concerns regarding the aerodynamic behavior of the turbine. The
experimental results obtained on the DeepWind demonstrator in [17] draw attention to the CP

decrease in skewed flow conditions.
Therefore further investigations were necessary to gain a deeper understanding of the ma-

chine, both in upright and tilted conditions. The chapter related to the Deepwind Demonstrator
presents a comprehensive numerical study aimed at gaining insights into the performance of the
Deepwind concept, with a comparison to available experimental data covering both upright and
tilted conditions, with detailed descriptions of the numerical settings and preliminary considera-
tions regarding turbulence modeling. In the upright orientation, 2D and 3D computations were
performed to assess the predictive capabilities of the chosen discretization schemes by evaluating
the integral power coefficient, providing an early quantification of turbine performance. In the
tilted condition, due to the absence of symmetry, only the 3D simulations were performed. A
relevant issue connected to the performance reduction in the presence of tilting is the lowered
effective incoming velocity. In addition, the turbine architecture minimizes the rotor sensitivity
to skewed flows, and lower aerodynamic efficiency is expected when the rotor is tilted (as instead
obtained when an H-shaped VAWT is tilted - no fresh air benefits). For a more detailed assess-
ment of energy harvesting capability, the near wake-field was pointwise computed, examining
how the turbine extracts energy across the spanwise position in order to capture local flow field
behavior. Moreover, considerations regarding near-wake recovery, are reported. The study also
sheds light on the limitations of the scaled rotor model, as it doesn’t match the Reynolds number
of the full-scale model.
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3.2.3 H-shaped Configuration

An accurate assessment of H-shaped VAWT’s performance necessitates the comprehensive eval-
uation of the impact of skewed flow conditions. The inclined condition is a peculiarity of the
floating application with the spar-buoy substructure, but a similar skewed flow also affects the
flow on top of high-rise buildings due to the flow blockage caused by the building itself, making
this latter case aerodynamically similar to VAWTs in floating offshore applications, as shown
in [13]. As reported in the open literature (see e.g.[80, 84, 66]) H-Darrieus VAWTs in skewed
flow may increase their harvesting capability above that for upright conditions.
Given that the VAWT configurations exhibit a lower center of gravity and permit a greater
range of floater tilt angles, it is common practice to design VAWTs with a static tilt angle that
is typically double the value employed in horizontal wind turbines, as indicated by [33]. VAWTs
typically feature a static tilt angle within the range of 10-15 degrees. In the case of H-shaped
VAWTs installed on offshore floating platforms, special consideration is given to maintain dy-
namic tilt angles and accelerations at the electrical generator at minimal levels. Consequently,
these H-shaped VAWTs are engineered to ensure that the pitch and roll angles about the verti-
cal axis do not surpass a critical threshold of approximately ±15◦. However, higher inclination
angles have been considered for example in [53, 84] for a floating offshore installation and in [80]
for a roof-located wind turbine. In the latter case, the maximum power coefficient as a function
of the skew angle started to decrease at about 25 degrees inclination.
The main purpose of the H-shaped VAWT chapter is to provide a step forward in comprehending
VAWT aerodynamics and their performance prediction when dealing with skewed flows. Compu-
tational Fluid Dynamics (CFD) was applied to obtain a high-fidelity representation of the flow
field, thus achieving a deeper insight into the complex fluid dynamic behavior characterizing
the H-shaped VAWT operating in upright and tilted configurations. The computational setting
adopted was extensively validated against experiments [37, 39, 38] carried out to investigate the
performance of H-shaped and Troposkein VAWTs. Various factors contribute to the overall be-
havior of the turbine, including geometry parameters, design criteria, and operating conditions.
Preliminary test cases are presented to study the energy harvesting process and related wake
development when the machine is operating in an upright position. A detailed baseline study
is thus presented to understand how the energy harvesting capability is established at different
operating conditions within different sections of the machine, splitting the overall power col-
lected at the shaft by considering turbine slices (spanwise defined) to characterize the impact of
flow field structures on the turbine performance. Evaluation of the viscous losses due to struts,
blade tips, and vortical structures arising within and downstream of the rotor is provided. Then
the tilted configuration is investigated by considering different inclination angles and operating
conditions.
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Case 1: Troposkein VAWT

4.1 Case study

The turbine under consideration is a 1-kW class machine with specific dimensions and character-
istics. It possesses an equatorial radius of 0.755 m, a height of 1.51 m, and a blade length of 2.233
m. These dimensions result in a swept area of 1.5 m2. The rotor consists of three blades that
employ NACA0021 profiles, each with a chord length of 85 mm. The operational points of this
turbine are established at a fixed angular speed of 400 rpm. This machine serves a dual purpose.
On one hand, it can be viewed as a real-scale turbine suitable for distributed micro-generation.
On the other hand, it can be seen as a small-scale laboratory model representing a utility-scale
device. To evaluate its performance, experimental tests were conducted in the large-scale wind
tunnel of the Politecnico di Milano [15].
In Figure 4.1, the upper half of the turbine and its corresponding coordinate system are illus-
trated. The blade stacking line, denoted as r(z), is positioned at the midchord of the airfoil. The
cylindrical coordinates can be referenced in [15]. Beginning at θ = 0o, the turbine’s first and
second quarters correspond to the upwind side, while the third and fourth quarters represent the
downwind side. Likewise, the fourth and first quarters can be identified as the windward portion
of the revolution, whereas the second and third quarters constitute the leeward section.

Figure 4.1: 3D troposkein VAWT (left) – blade radial profile r(z) (right).

In this study, two variations of the rotor are taken into account, with both versions sharing the
same number of blades, blade profile, and troposkein curve. The first turbine, referred to as the
”base” or ”slanted” rotor, represents the laboratory model used for testing in the wind tunnel. In
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this particular turbine, the rotor was constructed by bending the initially straight blade beams
to match the prescribed troposkein curve(z). Consequently, the blade profile is perpendicular to
the troposkein curve rather than aligned with the axis of rotation. As a result, except for the
midspan section, the profile exhibits increased thickness when observed in a plane perpendicular
to the axis of rotation. Within the quasi-linear segment of the troposkein, which encompasses
approximately half of the rotor’s axial span, the airfoil thickness increases to approximately 30 %
of the chord length. To assess the potential impact on performance and load due to the chosen
manufacturing method, which is undoubtedly the most cost-effective, a second turbine model
was developed. This model incorporates plane airfoil profiles (perpendicular to the turbine axis)
consistently along the entire blade. Therefore, this turbine is referred to as the ”plane” rotor
throughout the following analysis. Figure 4.2 illustrates the variation in blade profile thickness
as one moves towards the turbine tip, specifically in the section marked as slice number 10.
It is important to note that the turbine with the plane version of the blade profile was solely
simulated numerically. The obtained results will be analyzed and compared to those achieved
for the ”base” turbine.

Figure 4.2: Blade profile and cross section for the “slanted” and “ plane” version of the blade.

4.1.1 Computational models

The main focus of this study involves conducting high-fidelity simulations of VAWTs. Starting
with the one mentioned earlier, the simulations include detailed 2D calculations of the equatorial
section of the turbine, which are applicable to both the plane and slanted rotor configurations.
Additionally, 3D simulations are performed on a half model of the turbine for the two mentioned
configurations (plane and slanted). The CFD solver STAR-CCM+, developed by Siemens, was
utilized to perform flow calculations. To accurately capture the flow behavior within the turbine,
the U-RANS equations were solved along with turbulence models that effectively resolved the
flow near the wall. For this study, the k−ω SST turbulence model is considered in two formula-
tions: the standard fully-turbulent (or high-Reynolds) version and its low-Reynolds counterpart
(referred to as HR and LR, respectively). Additionally, the Spalart-Allmaras model (denoted SA)
is considered as another turbulence model option. It is important to note that the low-Reynolds
version of the k − ω two-equation model incorporates ad-hoc modifications to the model coef-
ficients. These modifications are specifically designed to handle natural transition effects in a
computationally efficient manner, following the approach proposed by Wilcox [92]. Furthermore,
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the SA model initially developed for simulating external flows, has recently been explored in
the context of local transition approaches. It has been tested for airfoils operating at Reynolds
numbers commonly observed in wind turbine blade sections [30]. The fluid was considered to
be incompressible with constant thermophysical properties. Second-order accurate schemes were
employed for both the divergence and Laplacian terms in the equations, as well as for temporal
discretization. The time advancement was based on a backward differentiation formula BDF2,
ensuring accurate temporal resolution. As established in different previous studies [37, 39], the
choice of time step value significantly affects the accuracy of the solution and should be carefully
determined in conjunction with other solver parameters. In this particular study, 720 time steps
per revolution were utilized. This value was determined after conducting a preliminary sensitiv-
ity analysis, which indicated that additional refinement (1440 time step) was unnecessary. At
each time step, the system of governing equations was solved using an algebraic multigrid solver.
The solver iterated until a predetermined accuracy threshold was met, ensuring the desired level
of solution accuracy. The computations were conducted for each operating condition until a
periodic solution was obtained. In each analyzed test case, the achievement of a stable flow field
was observed following at least 20 revolutions of the turbine. The mean torque value, computed
at the shaft and averaged over a single revolution of the rotor, was recorded. To ensure the
attainment of satisfactory periodicity, the last ten mean torque values were continuously mon-
itored. To determine the periodicity of the computations, the root-mean-square (RMS) value,
based on the ten recent revolutions, was considered. This RMS value was normalized over the
corresponding mean value and compared against a predefined threshold. The computations were
considered periodic when the normalized RMS value reached a fixed threshold.
The prescribed boundary conditions at the inlet surface include a fixed freestream velocity, a
turbulence intensity of 1%, and a turbulent viscosity ratio of 1. These selected turbulence val-
ues were chosen in accordance with experimental turbulence data. For the lateral, downstream,
and top boundaries (in 3D simulations), static pressure is prescribed. The no-slip condition is
enforced on solid (rotating) surfaces. Additionally, a symmetry condition is applied to the equa-
torial plane in the 3D simulations. In fact, due to the rotor’s shape and the uniform inlet flow
in the reference-controlled experiment, the aerodynamics of the rotor and the development of its
wake can be considered symmetric.
The simulations were conducted with domains appropriately expanded beyond the rotor. The
extension of the domain is a critical factor in optimizing memory usage, CPU time, and overall
computational expenses. For effectively configuring the domain for a H-shaped VAWT, estab-
lished guidelines are reported in [37]. However, The last mentioned study confirmed that in
three-dimensional simulations, the blockage caused by the rotor was lower compared to two-
dimensional simulations. This is due to the fact that in 3D, the flow that bypasses the rotor is
not limited to lateral movement but can also pass above the rotor. In the current study, the
troposkein shape of the considered rotor results in an additional reduction in turbine blockage
compared to the H-shaped configuration. As a result, the criteria established in the previous
work regarding the H-shaped rotor ( [37]) can be directly applied in this case. After conducting
a sensitivity analysis using progressively larger meshes, the computational domain for 2D simu-
lations was ultimately expanded to cover a distance of 4.5 equatorial rotor diameters upstream
from the rotation axis, 12 diameters laterally, and 3 diameters downstream. Due to the reduced
blockage effect mentioned earlier, the 3D simulations utilized the same domain as the 2D simu-
lations, with the exception of the lateral boundaries, which were positioned at a distance of only
3 diameters from the axis. Finally, the spanwise extension of the 3D domain reached a height
equal to twice that of the half-turbine model.
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4.1.2 Mesh resolution

In this research, the U-RANS equations are employed to solve fluid flow problems. The integra-
tion was performed over unstructured hybrid meshes, which consist of cells with varying shapes.
Specifically, quadrilateral and hexahedral elements were utilized in the O-grid surrounding the
blades, while polygonal elements were employed away from the walls. The selection of mesh
resolution was based on a comprehensive grid-convergence study conducted on an H-shaped
VAWT [37]. However, the aforementioned study was limited in its applicability to the definition
of the 2D mesh in the equatorial section. In contrast, the herein research was specifically focused
on establishing the criterion for constructing the 3D mesh over the troposkein rotor, which will
be thoroughly examined and addressed. For the initial 2D analysis of the vertical-axis wind
turbine, an equatorial mesh consisting of 200,000 cells, referred to as the ”fine” mesh (2Df),
was utilized. This mesh was constructed based on established literature guidelines [37] and
maintained a minimum spacing perpendicular to the airfoil surfaces, which is 2 · 10−4 times the
blade chord. In all the cases presented in this study, the chosen minimum spacing was found to
be adequate, guaranteeing a y+ value below one on all wall surfaces.
Figure 4.3 illustrates the mesh of the inner rotating domain, as well as a close-up near the blade’s
solid surface.

Figure 4.3: 2D fine grid: detail of the rotor region (left) and around an airfoil (right).

In addition, creating an appropriate 3D mesh for a troposkein VAWT is a relatively new
and challenging task in scientific research, carrying significant technical implications. The same
topic was addressed in [37] for an H-shaped VAWT. However, due to the complex geometry of
troposkein rotors, it is not feasible to directly apply the criteria discussed in the last cited study
to the present context. Without explicit guidelines, one could potentially choose to construct
the 3D mesh by utilizing the same resolution as the 2D mesh. Indeed, the length scales of the
local flow structures, such as airfoil wakes, detachment vortices, and pressure fields, generated
around the airfoils in the equatorial section, are anticipated to maintain a consistent order of
magnitude across all rotor sections along the machine’s span. This is due to the lack of variation
in the blade profile. Furthermore, it is expected that the spatial scales of 3D flow phenomena
occurring in the tip regions of the rotor will be at least one order of magnitude larger than those
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related to the airfoils. This significant difference in scale arises from the fact that the rotor itself
is approximately ten times larger than the individual airfoil. However, adopting the resolution of
the finely detailed 2D mesh would create a 3D grid consisting of over 50 million elements. This
very large value could impede the ability to conduct multiple CFD analyses for diverse operating
conditions and blade configurations, which is the primary objective of this study.

To ascertain the maximum cell size that can yield precise two-dimensional outcomes, a thor-
ough grid dependence analysis of the 2D equatorial mesh was undertaken prior to commencing
the 3D simulations. The initial mesh, denoted as ”coarse” or 2Dc hereafter, was generated
utilizing 50,000 cells. Subsequently, we employed the same resolution of the ”coarse” mesh to
construct the 3D mesh, resulting in the creation of a grid comprising approximately 10.7 million
elements. This element count is comparable to those employed in previous investigations con-
cerning the H-shape rotor. Furthermore, in order to achieve a balance between computational
efficiency and enhanced accuracy, an intermediate grid, denoted as ”medium” or 2Dm hereafter,
was generated, consisting of 120,000 cells.

Upon utilizing the three aforementioned meshes, initial two-dimensional computations con-
ducted at TSReq= 4.0 exhibited minimal disparities. However, as the analysis was extended to
lower TSRs, notable discrepancies emerged, probably attributable to the increased separation
and subsequent activation of vortex shedding observed under those operational conditions.
Except for the two lowest TSRs, where the coarse mesh demonstrated evident limitations in
generating accurate outcomes, Table 4.1 displays the 2D power coefficient across the entire op-
erational range for the aforementioned meshes with different turbulence models.

TSR2.0 TSR2.4 TSR3.1 TSR4.0
2Dc HR - - 0.338 0.270

LR - - 0.351 0.284
SA - - 0.362 0.240

2Dm HR 0.067 0.137 0.365 0.269
LR 0.108 0.203 0.379 0.286
SA 0.141 0.273 0.385 0.260

2Df HR 0.071 0.165 0.366 0.271
LR 0.110 0.205 0.380 0.283
SA 0.142 0.271 0.386 0.262

Exp - 0.092 0.189 0.345 0.220

Table 4.1: Power coefficient as a function of TSR computed on different 2D grids, using selected
turbulence models, in comparison with measurements

Irrespective of the turbulence model employed, the ”medium” grid consistently yielded grid-
independent results for TSReq values of 4.0 and 3.1, as confirmed by the obtained results. There-
fore, the ”medium” mesh was selected as the initial basis for generating a subsequent 3D mesh.
Herein, all solid surfaces were ensured to maintain a y+ value in the order of unity, while pre-
serving the same characteristic spacing as the medium mesh. Particularly, this medium-sized 3D
mesh encompassed a total of nearly 32 million elements. Figure 4.4 shows spanwise images of
the coarse and medium 3D meshes.
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Figure 4.4: 3D computational domain, 10Ms (left) vs 32Ms (right) cells.

4.1.3 Turbulence model screening

Turbulence modeling constitutes a critical aspect in the computational analysis of VAWTs.
Achieving a computationally efficient, reliable, and precise approach that comprehensively covers
the entire operational range of such fluid machinery is undeniably challenging. This complexity
stems from the presence of attached and separated flow regions during the turbine’s revolution,
which are influenced by various factors, including (i) potential dynamic stall phenomena, (ii) di-
verse transition onset points, and (iii) temporally varying conditions. Addressing these intricacies
and accurately capturing the fluid dynamics in VAWTs necessitates a well-designed turbulence
modeling strategy. Furthermore, intricate and unstable vortical structures periodically manifest
and intersect with the turbine blades.

In the preceding studies concerning an H-shaped VAWT with identical characteristics in
terms of airfoil profile, swept area, and blade number, the employed turbulence model was the
k − ω SST model. Additionally, the investigation took into account in particular the so-called
low-Reynolds formulation of the k−ω SST model [92], a variant that has demonstrated notable
efficacy, specifically in scenarios characterized by high TSRs. It is important to observe that,
with the speed of revolution maintained constant across the entire operational range, a rise in
the TSR results in a decrease in the freestream velocity, consequently leading to a reduction in
the approaching Reynolds number. In the context of Troposkein VAWTs, a notable and fun-
damental aspect arises, setting it apart from H-type VAWTs, which is the substantial variation
of the TSR along the span of the Troposkein VAWT blades. In contrast to H-type VAWTs,
where the TSR maintains a relatively uniform value across the rotor span, troposkein VAWTs
exhibit significant variations in TSR along the blade span. This particular characteristic poses
a challenge when conducting analyses and simulations to understand the aerodynamic behavior
of troposkein VAWTs comprehensively. Consequently, in-depth investigations are imperative to
unravel the complexities and intricacies inherent in troposkein VAWT performance, particularly
in relation to the influence of spanwise TSR variations on their overall aerodynamic performance.
Regardless of the equatorial TSR value, a noteworthy observation emerges whereby, as one moves
away from the equatorial section, there is a substantial reduction in the local TSR. This reduc-
tion consequently results in significant variations in the angles of attack on the airfoil and local
Reynolds number along the span of the turbine blades. Concurrently, the local blade solid-
ity experiences a substantial increase. These pronounced variations in TSR, angles of attack,
Reynolds number, and blade solidity emphasize the complexity and non-uniform nature of the
aerodynamic conditions prevailing along the span of the equatorial plane in such turbines. It
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could be contended that the turbine sections located proximate to the midspan region are the
primary conduits through which the majority of the mass flow rate passes, consequently resulting
in the accumulation of the predominant driving torque.
Nevertheless, it is crucial to acknowledge that the drag induced by the low-Reynolds regions sit-
uated in the upper quartile sections of the rotor (below 25% and above 75% of the rotor’s total
span) can exert a significant influence on the turbine’s overall performance. This observation is
in agreement with the outcomes of recent BEM analyses conducted on the current turbine [82],
particularly under conditions of high TSR.
The present study undertook a comprehensive investigation to evaluate turbulence modeling ap-
proaches. Specifically, both low-Reynolds k − ω SST model, along with the Spalart–Allmaras
model, were considered in this screening process. The primary objective was to assess the perfor-
mance of these turbulence models in the context of the considered wind turbine. A 2D campaign
was conducted as part of this investigation, and the outcomes of this campaign have been pre-
sented in Figure 4.5. It shows a comparative analysis of the computed CP using LR and SA on
the medium grid, compared with experimental data. The complete results of the model screening
for all the evaluated grids are presented in Table 4.1. An observation derived from these data
indicates that, irrespective of the chosen turbulence model, the predicted performance levels
exhibit higher proximity to each other around the peak efficiency condition compared to the
situation at maximum TSR. Furthermore, the most substantial disparities in the obtained re-
sults, arising from the utilization of different turbulence models, are observed at lower TSRs.
In fact, under these specified operational conditions, the flow exhibits increased unsteadiness,
accompanied by elevated variations in the angle of attack and Reynolds number. The related
flow field is distinguished by pronounced flow detachment, periodic re-attachments on solid walls,
and vortex shedding from the airfoil. However, turbulence models based on eddy viscosity en-
counter a notable challenge when attempting to simulate these complex phenomena. For cases
where the TSR values align with peak performance or surpass it, the aerodynamics of the blade
exhibit decreased occurrence of flow separation, while attached flow conditions become more
influential in determining overall turbine performance. As a result, the role of transition might
play a more relevant role on turbine aerodynamics. Undoubtedly, this constitutes a crucial as-
pect in the current investigation, considering the maximum Reynolds number of approximately
2.105. Moreover, the blade surface exhibits a smooth configuration, and the incoming turbu-
lence intensity is exceptionally low, standing at 0.1%, coherently with the reference experiments,
performed in a controlled environment. The varying significance of aerodynamic characteristics
across different operational conditions entails a notable impact on the predictive capacity of
the model. Specifically, when employing the HR model, the calculations consistently exhibit a
tendency to underestimate the turbine power coefficient, with this discrepancy being more pro-
nounced at lower TSR. Moreover, it is well-established, and further supported by comparative
BEM predictions [82], that the 3D outcomes yield efficiencies lower than those derived from the
two-dimensional (2D) simulations. This observation raises concerns regarding the reliability of
predictions obtained with the conventional SST model.
The LR model was proposed by Wilcox [92] with the aim of simulating the effects of natural
transition. This involved the manipulation of model coefficients to postpone the inception of
the turbulent boundary layer. As a consequence, the LR model effectively reproduces the en-
hancement of turbulent quantities within the boundary layer. Considering the aforementioned,
it is evident that the LR model exhibits greater capability in replicating turbine aerodynamics,
especially at high TSRs. Particularly, in this load condition, the LR model outperforms the
SA turbulence model in terms of reproducing turbine performance. Conversely, the SA tur-
bulence model appears to provide a more accurate description of turbine performance at low
TSR, where the airfoils experience substantial separations and the relevance of transition may
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be reduced. However, to gain a more comprehensive understanding of the model comparison, a
thorough assessment through full 3D analyses is imperative, a subject that will be addressed in
the subsequent section.

Figure 4.5: 2D power coefficient versus TSReq: experiments and CFD.

4.2 3D Results and Analysis

In this section, a comprehensive investigation is conducted to analyze the performance of the Tro-
poskein turbine under examination, considering two different operating conditions, TSReq=4.0
and 3.1. The accuracy and reliability of the calculated results are assessed in relation to various
key parameters, followed by a comparison with the experimental data.
The aerodynamic properties and operational effectiveness of the Troposkein VAWT are further
examined using instantaneous and time-averaged flow fields derived from a dataset of 120 so-
lution data fields that encompass the entire revolution. By adopting this extensive analytical
approach, a thorough understanding of the Troposkein turbine’s behavior is obtained, shedding
light on its performance in both considered operating conditions.
The aerodynamics of a Troposkein rotor undoubtedly exhibit greater complexity in comparison
to an H-shaped rotor, where the 3D aspects mainly arise from the presence of struts and finite
blade effects. To comprehensively understand the flow field and rotor performance, as well as
to accurately discuss their spanwise evolution, the turbine half-height was discretized into ten
parallel slices. This division facilitates the distinct analysis of the forces and moments acting on
each individual rotor slice. Moreover, this approach enables a direct and convenient compari-
son with low-fidelity engineering models, such as Blade Element Methods, which independently
address the aerodynamic problem for each slice or section along the rotor’s span. The ability
to perform such comparisons enhances the understanding of the troposkein rotor’s aerodynamic
behavior and opens avenues for improved modeling and analysis techniques in the field of wind
energy research.
The primary aim of this section is twofold. Firstly, it seeks to perform a comprehensive evalu-
ation of the turbine’s overall performance by conducting a comparative analysis between CFD
predictions and data obtained from prior experimental studies. Secondly, the section aims to
conduct a careful examination of the velocity and turbulence flow fields. The purpose of this
examination is to acquire profound insights into the aerodynamic characteristics that define the
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specific operating conditions under investigation.

4.2.1 Turbine’s performance

Table 4.2 presents an all-encompassing summary of the predicted performance of the examined
VAWT. To ensure a thorough analysis, it incorporates the three different turbulence models
aforementioned; SA, LR and HR.

TSR3.1 TSR4.0
3D-10Ms HR 0.220 0.167

LR 0.249 0.181
SA 0.274 0.167

3D-32Ms HR 0.257 0.186
LR 0.276 0.202
SA 0.296 0.181

Exp - 0.345 0.220

Table 4.2: Power coefficient as a function of TSReq computed on different 3D grids, using different
turbulence models, in comparison with measurements

However, the 3D HR simulations significantly underestimate the wind energy extraction of
the turbine under both wind speed conditions (TSReq=3.1 & 4.0). This observation is in line
with the expected results obtained from the two-dimensional simulations. In light of this out-
come, going forward, the analysis is restricted to simulations performed with the LR and SA
models. Figure 4.6 shows a comparison between the performance estimates, the 2D, 3D CFD,
and experiments.

Figure 4.6: 2D and 3D power coefficient as a function of the TSReq computed on medium 2D
grid and on 3D grids using LR and SA models in comparison with measurements

For the 3D case, it is evident that irrespective of the specific grid or model employed, the
predicted performance level exhibits good alignment with the measured power coefficient at the
higher TSReq (4.0) rather than at the condition of peak efficiency.
From a qualitative perspective, the 3D performance curve exhibits the expected reduction in
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power coefficient due to the overall influence of three-dimensional losses and flow phenomena.
However, the comparison among the models also reveals a distinguishable ’shift’ of the curve
towards higher tip-speed ratio (TSR) values. In the context of 2D simulations, a significant
deviation in the predictive capability of the LR model is observed, as it underestimates the
performance for TSReq values lower than 3.1. Interestingly, in the 3D case, a similar observation
is made, but the estimated intersection point between the LR and SA curves shifts to a TSReq

value of approximately 3.6. However, it can be observed that the LR model appears to be more
appropriate than the SA model in the vicinity of the higher TSReq condition. Conversely, an
opposite trend is observed near the condition of peak efficiency.
Presently, the focus is directed toward conducting a meticulous examination of the 3D analysis,
specifically targeting both the peak condition and the higher load condition. These two distinct
scenarios have a crucial role in acquiring a comprehensive understanding of the system’s behavior
and performance.

PEAK CONDITION: TSReq=3.1

The investigation focuses primarily on the peak power condition, which holds paramount sig-
nificance during the turbine’s operation. Figure 4.7 presents a comprehensive analysis of the
rotor’s overall performance by illustrating the spanwise evolution of the CP coefficient for the
chosen grids and models. As previously mentioned, the spanwise decomposition of the rotor
aerodynamics aims to reveal the distinctive contributions of each radial section to the overall
turbine performance, thereby highlighting the influence of the TSR variability along the blade
span: Local TSR (see the top of Figure 4.7). It is noteworthy that the reference area employed
in computing local performance pertains to the respective ’stream-tube’ section, defined as the
product of the average radius of the section and its corresponding height. The uniformity in
the latter parameter across all sections is emphasized, wherein it equates to one-twentieth of the
total turbine height.

Figure 4.7: Power coefficient at different spanwise position, TSReq= 3.1

The trend demonstrates that there exist notable disparities in the CP values anticipated by
two models LR and SA. These differences are consistently observed across the entire span, with
variations extending up to 80% of the characteristic length H*/2. Particularly noteworthy is
the distinguishable discrepancy observed in the midspan region, where the SA model converges
towards the two-dimensional prediction (0.35), while the LR model exhibits an underestimation
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of the 2D value, displaying instead a localized decreasing trend. Notably, analogous outcomes
are observed when employing a coarser grid comprising 10 million cells. The SA model’s superior
predictive performance compared to the LR outcome is to be expected, particularly due to the
gradual decrease in TSR across the blade’s span. This outcome well aligns with the previously
discussed 2D findings. In addition, in the region where H*/2 exceeds 80%, concurrent with TSR
declining below 1.5 and Reynolds number falling below 50000, notable separations occur, causing
the models to exhibit similar behavior.

HIGH TSR CONDITION: TSReq=4.0

At TSReq = 4.0 (Figure 4.8), both the LR and SA models yield comparable results in both the
equatorial section (up to 20% of H*/2) and the tip region (above 70% of H*/2). However, in the
central region of the machine (between 30% and 60% of the H*/2), the LR model demonstrates
a tendency to yield higher CP values. This pattern is consistent even when employing a coarse
mesh composed of 10 million elements. Progressing along the blade span, the rotor experiences a
considerable decrease in tip speed ratio, resulting in the heightened significance of the initiation
of detached flows. Especially, in the tip region of the rotor, where the tip speed ratio drops below
2 and the lowest Reynolds number descends below 100,000, leading to the triggering of a leading
edge stall, both models exhibit nearly identical power extraction predictions.

Figure 4.8: Power coefficient at different spanwise position, TSReq= 4.0

4.2.2 Turbine’s wake

A profound comprehension of the turbine’s behavior and operational mechanisms necessitates
a thorough exploration of the turbine’s wake. This task requires a thorough investigation that
spans across computational techniques, intricately delving into the principles of flow physics.
For each TSR condition, computations were performed to obtain the time-averaged wake (after
reaching periodicity, and over one complete turbine revolution). Particular attention was directed
towards investigating the near wake region, and these analyses were conducted with reliance on
the available experimental data.
Figure 4.9 depicts the near wake profile at midspan, illustrating a comparison between the 2D
and 3D calculations and the corresponding measured data at X/Req= 1.7 for the considered
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operation conditions. Focusing on the 3D results, in the two cases, the implementation of the SA
model yields satisfactory agreement with the measured velocity data. Conversely, the outcomes
obtained through the utilization of the LR model manifest the most notable deviations from
measurements on the leeward side. This discrepancy arises due to the substantial angles of
attack encountered by the blade, prompting the detachment of vortices. Consequently, the
wind stream experiences reduced work exchange, leading to a thinner wake and a diminished
velocity deficit in the wake region. Although the LR model yields a CP value that approaches
the experimental datum at TSReq=4.0, it is noteworthy that the SA model provides superior
predictive capabilities concerning the local wake profile. The streamwise velocity deficit in the
wake plays a crucial role as an indicator of the mechanical energy extracted from the wind,
essentially representing the amount that is efficiently harnessed at the shaft, dependent on fluid-
dynamic efficiency. Nevertheless, the wake’s evolution and recovery are intricately influenced by
various other viscous and turbulent flow phenomena, which, in this context, are observed to be
more effectively captured by the SA model rather than the LR model.

Figure 4.9: Wake profile (time-averaged), CFD and experiments: Streamwise velocity on sym-
metry plane at X/Req = 1.7 for TSReq=4.0, 3.1 (left, right)

The wake behavior displays consistent trends at different spanwise positions, as illustrated in
Figure 4.10 for the near wake during peak efficiency conditions. Moreover, the velocity profiles
derived from the SA model on the more refined 3D computational mesh demonstrate substantially
better agreement with the experimental measurements.

Figure 4.11 depicts both experimental and computational wake profiles at the position X/Req=1.7,
for the peak operation condition. It should be noted that the experimental contours are based
on measurements taken from the lower half of the turbine, specifically where the holding post is
attached. In contrast, the computed field encompasses the upper half of the VAWT due to the
impracticability of simulating the lower half, which would necessitate modeling the entire rotor.
Despite this discrepancy arising from the different reference locations, the computed stream-
wise velocity deficit exhibits a noteworthy level of concurrence with experimental observations,
manifesting consistent agreement in terms of both wake shape and width.

The elevated velocity region observed at the upper center of Figure 4.11 can be attributed to
the existence of a downwash phenomenon, which is absent in the experiments due to the presence
of the holding post and serves to re-energize the flow after crossing the turbine.
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Figure 4.10: Wake profile (time-averaged), CFD and experiments: non dimensional stream-
wise velocity at selected Z/H∗ = positions 0.15 and 0.57, left/right, for 3D computations on
10Ms/32Ms grids at TSReq=3.1

4.2.3 Troposkein VAWT aerodynamics

The interaction between vortical structures and the solid blades holds indisputable significance
in influencing the operational efficiency of the VAWT. Furthermore, the continuous development
of vortices within and behind the turbine rotor introduces a notable level of intricacy into the
fluid-dynamic characteristics of this specific machine type. In order to augment the explana-
tions and interpretations previously offered, this section of the study presents instantaneous and
time-averaged contours, computed over the last turbine revolution, following the attainment of
periodicity. The contours refer to the 2Dm grid and the 32 million cells grid in 3D, employing
the SA turbulence model unless stated otherwise. In particular, contour plots over a number of
predefined planes that are aligned orthogonally to the cartesian coordinates are used to repre-
sent non-dimensional solution quantities. These chosen planes are Y/Req= 0.0 in the transverse
direction, X/Req= 0, and X/Req= 0.5 in the streamwise direction.
In general, for high TSR values, the vortical structures exhibit relatively slow downstream con-
vection (low flow speed). In contrast, at lower TSR values, in addition to the more rapid
downstream convection of vortices, the flow around the blades can be affected by the occurrence
of dynamic stall hysteresis cycles. Especially when dealing with high angles of attack (low TSR),
the influence of dynamic stall hysteresis cycles becomes particularly pronounced.

Figure 4.13 represents a visualization of the streamwise velocity at TSReq=3.1 for both 2D and
3D cases, offering insights into the evolution of the wake behind the turbine rotor. It illustrates
the expansion of the 2D wake with a wider angle, highlighting the absence of the mitigating
influence contributed by the third dimension, which would otherwise attenuate the blockage
effects. However, of particular interest is the observation that, notwithstanding the variations
in wake characteristics, the CP of the turbine in the equatorial section, as derived from the
first slice of the 3D simulation, aligns closely with the value obtained from the 2D simulation
(particularly concerning the SA model). This alignment suggests a substantial similarity in
rotor aerodynamics between the two distinct simulation approaches. As both the 2D and 3D
simulations were conducted without any unintended blockage effects arising from the domain
extension, the dissimilarities observed in the downstream flow fields between the two cases are
attributed to the distinct blockage characteristics inherent in the respective wakes. Specifically,
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Figure 4.11: Wake at TSReq=3.1 on the 32Ms grid: measured and predicted streamwise (time-
averaged) velocity on the flat surface X/Req=1.7.

the disparity can be attributed to the considerably larger blockage associated with the wake in
the 2D equatorial model compared to the 3D troposkein model. The latter exhibits a spanwise
reduction in wake extension, resulting in an overall lower wake blockage, thereby influencing
the flow field, even at midspan. This constitutes a compelling aspect of troposkein rotors,
necessitating the use of fully three-dimensional flow simulations to accurately predict the wake
behavior, also in the equatorial section. At a precise azimuthal location, Figure 4.14 exhibits the
instantaneous development of vortical structures downstream along the axial direction. These
localized flow features yield notable influence on the energy harvesting process; however, their
exhaustive analysis presents inherent complexities. To extract valuable insights from the flow
field, the implementation of time-averaged flow fields has proven to be more beneficial, serving
as a means to investigate the flow evolution as it interacts with the turbine. In this context,
Figure 4.12 illustrates the streamwise and axial non-dimensional velocities at Y/Req=0. In close
proximity to the top of the turbine, a geometrical obstruction arises at the junction between
the blades and the holding post. This effect, in combination with blockage resulting from the
substantial solidity of the structure, compels the flow to accelerate and bypass the rotor as
if encountering a solid obstacle. The illustrated flow field distinctly exhibits the downwash
phenomenon occurring downstream of the turbine shaft, as well as the re-energization of the tip
wake flow within the domain characterized by negative axial velocity.
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Figure 4.12: TSReq=3.1, time-averaged streamwise (left) and axial (right) velocity at Y/Req = 0.

Figure 4.13: TSReq=3.1 istantaneous streamwise velocity of 2D (left) and 3D (right) computa-
tions on the equatorial plane

Figure 4.15 reveals the gradual rise in axial velocity towards the tip, influenced by the blade’s
lean. The particular blade shape redirects the incoming flow upward during the upwind part
of the turbine revolution, while an opposing effect occurs during the downwind part of the
revolution.
The aforementioned effects are notably more pronounced in the windward region, particularly due
to the higher relative flow velocity compared to the leeward portion of the revolution, as in the
upwind region the blade progresses against the wind. Furthermore, within the windward region,
the fluid dynamics experience minimal perturbations, and there is an absence of significant vortex
detachment phenomena. In the right frame of the figure, it is evident that, as one progresses
downwind, the upward motion on both sides gradually tends to equalize after the X=0 point.
This behavior is attributed to the more pronounced influence of the blade lean in the downwind-
windward quadrant. The downwash near the mid-longitudinal plane (Y/Req=0) combines, at
the blade tip, with this upward motion, leading to the emergence of two prominently counter-
rotating vortices. These vortices are notably remarkable in the right frame of Figure 4.15.
Ultimately, it is distinguishable that the central region of the wake experiences a positive axial
displacement due to the entrainment influence exerted by the local streamwise acceleration. The
exhibition of spanwise motions gives rise to the formation of two counter-rotating vortices in
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Figure 4.14: TSReq=3.1 istantaneous axial velocity at Y/Req = 0.

Figure 4.15: TSReq=3.1, time-averaged axial velocity at X/Req = 0 (left) and 0.5 (right).

the region proximate to the blade tip. Consequently, these vortices lead to the peculiar shape
of the wake that is visually evident in Figure 4.11, in the proximity of the turbine tip. An
emphasis must be placed on the noteworthy aspect that the aforementioned three-dimensional
macroscopic characteristics persist at the TSReq of 4.0, although with a discernible reduction in
their intensity.

4.3 Blade design: slanted vs plane

In the design of VAWTs, the configuration of the blades necessitates careful consideration of
diverse factors encompassing aerodynamics, structural integrity, and manufacturing feasibility.
The primary objective of this section’s investigation centers on a comprehensive examination
of the aerodynamics and operational performance of troposkein VAWT that exhibit distinct
blade configurations. In the first case, the blade is created by simply bending one initially
straight beam, producing a ”slanted” blade, corresponding to the turbine mentioned in the earlier
sections. In the second case, a ’plane’ blade design is contemplated, wherein the NACA0021
profile is consistently applied along the rotor span, aligning with the troposkein stacking line.
The slanted blade is distinguished by an airfoil profile that demonstrates a continuous variation
in shape along its span when assessed in a plane perpendicular to the turbine axis. Notably,
the blade’s thickness gradually increases as it moves away from the midspan region. In light of
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the current rotor configuration, the troposkein curve in the tip regions is characterized by an
almost linear segment, displaying a slope of approximately 40 degrees. Consequently, this specific
rotor design yields an airfoil maximum thickness, referenced in a horizontal plane, amounting to
32.5% of the chord length. On the other hand, the plane blade enables the maintenance of a
consistent airfoil shape. However, achieving this airfoil shape requires a more intricate and costly
manufacturing process. Figure 4.16 facilitates the observation and comparison of discrepancies
between the slanted and plane blade configurations within a cross-sectional plane positioned
equidistantly between the midspan and the turbine tip.
The fundamental objective of this analysis is to discern and compare the distinct behaviors
exhibited by the two turbine configurations, with the ultimate aim of deriving essential design
insights. Consequently, the principal focus does not lie in attaining the most precise estimation
of the turbine’s power coefficient. Rather, it is directed towards obtaining reliable indications of
their relative capacity to efficiently harness wind energy. Within this context, the present section
carefully investigates the disparities between the slanted-blade and plane-blade turbines, placing
particular emphasis on the variations observed along the span, given that the equatorial section
remains identical for both machines, by considering the 10 million mesh.

Figure 4.16: Airfoil section profile at Z/H* = 0.5 for the slanted and parallel design.

Figure 4.17 provides a comprehensive summary of the spanwise progression of the power
coefficient (referred to as the ’local’ coefficient) for both turbine configurations. Additionally, it
presents the cumulative distributions of this parameter, wherein the cumulative value corresponds
to the total power coefficient harnessed by the rotor when it reaches 100%. Exclusively reported
the outcomes derived from the employment of the SA turbulence model, while it is noteworthy
to mention that the LR model exhibits analogous patterns, albeit not explicitly displayed herein.

Within the left frame of Figure 4.17, the findings at TSReq=4.0 are presented, illustrating
the superiority of the plane-blade design over the slanted-blade design within the range of 20%
to 70% of the turbine half span. However, it is worth noting that a significant shift in trends
becomes evident as one approaches the blade tip (over 70%). The observed behavior can be
attributed to variations in the range of angles of attack and blade solidity encountered by the
incoming relative flow.
As previously mentioned, the progression toward the rotor tip induces a reduction in the local

63



CHAPTER 4. CASE 1: TROPOSKEIN VAWT

Figure 4.17: Local and cumulative CP along the span for the slanted and plane configuration
computed on the 10Ms grid (SA model) - TSReq=4.0 (left)/ TSReq=3.1 (right)

TSR, leading to significant variability of the angle of attack on the airfoil. This is complemented
by a decrease in the Reynolds number and a rise in the blade solidity, further influencing the
observed behavior. Consequently, the airfoil undergoes a cyclical deep-stall regime, accompa-
nied by pronounced flow separations within the flow field. Under such circumstances, a thicker
airfoil configuration holds the promise of exhibiting improved performance relative to a slender
counterpart. As a result, this favors the slanted-blade turbine over the plane-blade turbine in
the region near the tip. Conversely, under conditions where the dynamic stall of the airfoil does
not occur, a contrasting scenario unfolds. It is a widely acknowledged phenomenon that, when
operating at angle of attacks below the steady-state stall limit, a thinner airfoil configuration
exhibits heightened lift and superior aerodynamic efficiency. However, within the dynamic stall
range, the performance of the thinner airfoil will tend to deteriorate more significantly.
Nevertheless, when examining the global CP , notable disparities between the two configurations
are absent, revealing only a marginal advantage (less than 1% point) in favor of the plane-blade
rotor. Consequently, these findings highlight a significant level of comparability or equivalence
between the two machines in this flow condition.
Analogous observations are applicable to the computed CP distributions at TSReq=3.1, as de-
picted in the right side of Figure 4.17. As the local TSR is uniformly diminished compared
to the TSReq=4.0 condition, herein, beyond Z/H*= 0.4 the plane-blade rotor exhibits a clear
decrement in its performance. However, it is noteworthy that the performance levels of the two
configurations remain almost equivalent for lower spanwise positions (<40%).
In the region corresponding to the upper part of the troposkein profile, a clear and notable supe-
riority of the slanted-blade design becomes apparent, resulting in a substantial 4% improvement
in the global coefficient of power. This observation suggests that, for the particular rotor under
investigation, the implementation of a slanted-blade turbine offers several advantages, including
simplified manufacturing processes, improved structural robustness (thicker blades near the tip),
and elevated aerodynamic performance during peak efficiency conditions. Nevertheless, it is nec-
essary to acknowledge that at high TSR, both configurations exhibit identical performance.
In order to complement the analysis of the aforementioned quantitative outcomes, Figure 4.18
presents instantaneous snapshots of the flow field and vortical structures linked to the two rotor
configurations. The visual representation encompasses distinct frames, wherein the left frames
correspond to the slanted-blade, and the right frames pertain to the plane-blade counterpart.
The upper and central frames of Figure 4.18 showcase the streamwise velocity at X/Req= 0.
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These visual representations serve to illustrate the significantly larger resistive cross-section as-
sociated with the slanted-blade configuration in comparison to the plane-blade design. Con-
sequently, this observation relieves notable concerns on the structural integrity of the rotor in
the case of the slanted-blade turbine. Nevertheless, when considering aerodynamics, the per-
spectives provided in the central part of Figure 4.18 emphasize the heightened efficacy of the
slanted-blade configuration in adeptly handling the elevated angle of attack encountered in the
tip region. In contrast, the plane-blade design displays discernible flow separation, an aspect ab-
sent in the slanted configuration. Such flow separation plays a key role in significantly influencing
the generation and detachment of vortices within the wake of the turbine. In the lower section
of Figure 4.18, flow velocity profiles are presented at planes situated at Z*= 87%. These visual-
izations clearly reveal wider regions of flow detachment and more pronounced vortical structures
within the context of the plane-blade rotor. As a result, a more extensive wake velocity deficit is
observed. It is crucial to highlight that this augmented wake velocity deficit cannot be attributed
to an increase in work exchange but is primarily linked to the prevalence of intensified dissipative
phenomena.
Similar characteristics are evident during another phase of the period, wherein the blades are
rotated by 90 degrees in comparison to the previous azimuthal position, as visually depicted in
Figure 4.19. This observation reinforces the consistent advantage of the slanted-blade rotor over
the plane-blade counterpart throughout the entire rotational revolution process.

In order to gain deeper insights into the intricate flow field within and behind the rotor,
Figure 4.20 presents the instantaneous helicity contours of calculations conducted at TSReq=3.1
for the examined designs. Two frames are depicted, each representing the helicity distributions
on two orthogonal planes: an x-y plane at Z*= 50% to illustrate the two-dimensional vortical
structures detached by the airfoils and an x-z plane at Y/Req=-0.3 to accentuate the three-
dimensional nature of the flow. These visualizations unveil noteworthy disparities between the
two designs. Due to the slender airfoil employed in the plane-blade rotor, the vortices detached
by this configuration exhibit higher magnitudes and experience slower decay rates in comparison
to those detached by the slanted-blade rotor. This difference is particularly discernible on the X-
Z plane, which intersects the blade in the region where a more substantial flow separation occurs
(as previously observed while discussing the central-right frame of Figure 4.18). Particularly,
the employment of a plane blade engenders enhanced flow separation, giving rise to fully three-
dimensional vortex structures that stem from the rotor and significantly contribute to augmenting
the wake velocity deficit and retarding the recovery process of the wake.
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Figure 4.18: TSReq=3.1, non-dimensional streamwise velocity at azimuthal positions θ = 0◦ for
the slanted/plane design (left/right): contours at x/Req = 0 in the top and bottom region of
the figure and at selected spanwise position Z∗ = 87% (indicated by black dashed line) at the
bottom one.
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Figure 4.19: TSReq=3.1, non-dimensional streamwise velocity at azimuthal positions θ = 90◦ for
the slanted/plane design (left/right): contours at x/Req = 0 in the top region of the figure and
at selected spanwise position Z∗ = 87% at the bottom one.

Figure 4.20: TSReq=3.1, helicity contours - 10Ms grid)
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Chapter 5

Case 2: DeepWind demonstrator

5.1 Case of Study

During the advancement of the DeepWind project, a variety of comprehensive studies were
conducted to evaluate the performance of the DeepWind VAWT concept and to establish whether
it could be feasibly applied in floating offshore installations [17, 19, 20, 70]. Pertaining to this
context, a 1 kW prototype of tree fiberglass blades was the subject of experimental investigations
conducted in the Politecnico di Milano wind tunnel, with an open configuration, that allows real-
scale measurements of micro wind turbines, see Figure 5.1. The experimental setup was carefully
designed to accurately evaluate the aerodynamic performance of the DeepWind demonstrator
in various scenarios. The covered changes in wind speeds, angular velocities of the rotor, and
skewed flow operation. The primary geometric characteristics of the DeepWind demonstrator
can be found in Table 5.1; Additional data, quoted drawings, and the cylindrical coordinates of
the rotor are available in [17].

Figure 5.1: Side view of the Politecnico di Milano open chamber, showing both upright (left)
and tilted (right) operating conditions [17].
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Blade profile DU-06-W200
Req [m] 1.1014
swept area [m2] 2.63
chord [m] 0.101
rotational speed [rpm] 300

Table 5.1: Model VAWT test cases: main geometrical parameters

This chapter presents a thorough numerical investigation to gain insight into the performance
of Deepwind concept with a comparison against available experimental data. The study is re-
lated both to the upright and tilted conditions. The adopted numerical settings are thoroughly
described and the turbulence modeling is also preliminary considered. 2D and 3D computations
are carried out in the upright state to allow reasoning on the capability prediction of the selected
discretization schemes. The results’ reliability is assessed by considering the integral power coeffi-
cient that allows performing an early quantification of the turbine performance. A more detailed
evaluation of the energy harvesting level is obtained in a pointwise manner by computing the
near wake field. The capability of the turbine to extract energy is also discussed as a function
of the spanwise position to better capture the local flow field behavior. Furthermore, considera-
tions on the near wake recovery, helpful to define a favorable installation of the wind farm, are
also proposed. The study also provides some indications on the limitations of the scaled rotor
model, not matching the Reynolds number of the full-scale model. A sensitivity investigation is
presented, relying upon preliminary 2D computations, in order to discuss the numerical set-up
adopted in terms of boundary extension, grid coarseness, and modeling approach. Afterward, a
full 3D URANS set of computations is presented to investigate the performance and the vortical
structure development of the tilted VAWT, in comparison to upright condition, also in view of
future experimental data collected possibly at off-design for a full-scale mode.

5.1.1 Computational settings

The discretization and modeling settings adhere to the guidelines detailed in the prior case study,
with the most relevant issues expounded upon within this section. A second-order accurate dis-
cretization approach is used for the URANS governing equations, assuming the ideal equation
of state for perfect gases and incompressible flow. The momentum and pressure correction
equations were solved using a pressure-based coupled algorithm, whilst the turbulence model
equations were solved using a decoupled approach. An algebraic multigrid solver with relative
residuals as low as 10−5 is used to solve the linear discrete system. An ad-hoc sensitivity analysis
is used to determine the discrete space and temporal steps, after achieving periodicity, subsequent
revolutions were examined. The objective of this analysis is to determine a discretization step
size that is sufficiently small to ensure independence from the time step. An assessment of the
relative error on the CP coefficient, computed over consecutive revolutions, was carried out until
a value below 1% was achieved. It has been demonstrated that a time step size of 0.5 degrees
can be appropriate in terms of accuracy while remaining reasonable in terms of computational
cost (in accordance with [37, 38]). The turbulent flow fields have been simulated by employing
the Boussinesq approximation and utilizing both one-equation and two-equation models. The
k − ω SST two-equations model, in its Low Reynolds version, has been adopted. This specific
model integrates customized modifications suggested by Wilcox [92] to effectively address natural
transition modeling. A comparison between this model and the one-equation Spalart-Allmaras
model has been conducted to comprehensively evaluate the modeling influence across the entire
TSR operating range (2D). Finally, it is essential to define suitable boundary conditions: ini-
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Figure 5.2: 2D and 3D domain extension at equatorial section domain extension (2D blue and
3D red);

tially, aligning them with the experimental configuration, and subsequently, establishing a proper
extension of the computational domain. At the inlet boundary surfaces, conditions representing
the free stream flow were applied, encompassing values for velocity, turbulence intensity, and
the ratio of turbulent viscosity. These conditions were defined using the controlled parameters
from the reference experiments and harmonized with the limitations set by the chosen turbulence
models. At the outlet and lateral boundaries, a pressure outlet condition was implemented. In
situations involving reverse flow, a low-turbulence atmospheric uniform flow was employed. Solid
walls were subject to a no-slip condition. For the upright rotor, the symmetry condition was
applied to the equatorial plane, whereas the no-slip wall condition was chosen to replicate the
ground effect during tilted operation.

5.1.2 Mesh Sensitivity analysis

A sensitivity analysis was conducted to select the appropriate discrete domain approximation
for both the 2D and 3D scenarios. The different blockage effects, as discussed in the previous
case, see also [38], result in different domain extensions for the approximations in two and three
dimensions. The final 2D domain encompassed a lateral span equivalent to twelve diameters,
coupled with a downstream extension of three diameters, as illustrated in Figure 5.2. Conversely,
in the case of the three-dimensional simulations, an identical domain was utilized, albeit with the
modification that the lateral boundaries were positioned at a distance of three diameters from
the central axis. This configuration is illustrated by the red lines in Figure 5.2. These outcomes
have been yielded through a series of simulations that utilized progressively larger domains.

Figure 5.3 presents, on the left-hand side, the 2D torque coefficient which was performed
using a lateral extension domain that spans up to 15 rotor diameters away from the central
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CHAPTER 5. CASE 2: DEEPWIND DEMONSTRATOR

Figure 5.3: 2D/3D moment coefficient at TSReq = 4.55 using the LR model, for varying lateral
domain extension from 3D up to 15D (2D) and 3D, 4.5D (3D).

Figure 5.4: 3D computational domain extension.
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5.1. CASE OF STUDY

Figure 5.5: 3D computational grid details and spanwise slices along the turbine blades.

shaft. Instead, the right part of the same figure illustrates the discrepancy in the aforementioned
parameter when employing lateral extensions of 3D or 4.5D in the context of the 3D compu-
tations. Hence, the lateral domain extensions of 12 diameters and 3 diameters are chosen as
the definitive configurations for the 2D and 3D scenarios, respectively. As already reported the
difference between these two selections is closely tied to the distinct blockage effects that take
place.

Following the guidelines aforementioned (reported also in [38]), in the case of the upright
operational scenario, the extent across the spanwise direction is two times the height of the half
turbine model, while applying a symmetry boundary condition at the equatorial section. This
selection is feasible due to the symmetry in the geometry and inflow conditions surrounding the
equatorial section. This choice could be impeded solely by pronounced aerodynamic instability,
which could arise in situations where the rotor is completely stalled (potentially at extremely low
TSR values). Instead, for the 15-degree tilted configuration, due to the absence of symmetry,
the complete model is taken into account, spanning a distance equivalent to one height of the
VAWT (≈ 10 chords) both over and under the turbine, see Figure 5.4.
Subsequent to that, an analysis of grid coarseness was conducted for the 2D equatorial mesh.
The aim was to determine a suitable trade-off between the desired level of accuracy and the
computational CPU cost. The characteristic spacing of the first cells adjacent to solid walls
was established to ensure a y+ value of approximately one, along with appropriate clustering in
proximity to the wall. In accordance with the previous case, a 2D computational grid comprising
approximately 125k polyhedral elements was constructed. Moreover, a sensitivity analysis of
the mesh was performed on the 3D half-model case. The purpose was to address any potential
concerns regarding the level of grid coarseness in the three-dimensional domain and to ensure the
attainment of grid independence. Initially, a mesh containing 17 million elements was utilized,
and subsequently, a comparison was made with a second mesh featuring 34 million elements (a
detailed view is illustrated in Figure 5.5). For the peak power condition, the CP value experienced
a very small variation, rising from 0.280 to 0.284, indicating a negligible increase of less than
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CHAPTER 5. CASE 2: DEEPWIND DEMONSTRATOR

Figure 5.6: TSReq=3.54: Averaged non-dimensional streamwise velocity at X/R = 1.5.

2%. Furthermore, the comparison between non-dimensional streamwise velocity profiles in the
near wake (X/R = 1.5) for the aforementioned two meshes, as illustrated in Figure 5.6, closely
resembles one another. As a result, for the complete model operating under tilted conditions, a
grid comprising 34 million elements was chosen.

5.1.3 Early performance prediction

In this section, a collection of results for both two- and three-dimensional cases is provided. These
results enhance the understanding of the equatorial flow field, spanning the complete operational
range of the TSReq. Figure 5.7 illustrates the 2D computed power coefficient spanning the
considered tip speed ratio range, in comparison with selected 3D results, at peak power condition
(TSReq=3.54) and at high load (TSReq=4.55).

Figure 5.7: 2D and 3D power coefficient as a function of the TSReq: computed on 2D and 3D
grids using LR and SA models in comparison with measurements.
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Figure 5.8: 3D moment coefficient as a function of the azimuthal angle for one blade, computed
at TSReq = 3.54/4.55 using the LR and SA models (left/right)

The obtained numerical results can be readily compared with available experimental values.
The trends observed are in good agreement with the outcomes already presented in the previous
chapter. For high TSR operating conditions, the LR version of the k − ω SST model demon-
strates enhanced capabilities in handling aerodynamic characteristics influenced by transitional
regime flows, thereby, establishing its major suitability for modeling turbine behavior compared
to the SA model. The LR model consistently yields higher CP values across the range from peak
power to maximum TSR values than the SA model. Instead, the SA model demonstrates better
behavior from low TSR value to peak condition, mainly owing to its capacity to slightly delay
the onset of stall. Further comparison between LR and SA results when performing 3D compu-
tations is provided in Figure 5.8. From peak power point towards higher TSR values, upwind
and downwind regions highlight slightly different sensitivity to the model, probably related to
the blade aerodynamics, increasingly less affected by large-scale separations. In the presence of
attached flow conditions, the transition might play a major role in turbine aerodynamics.
Additionally, relative to the preceding case, it is discerned that the Reynolds number within
this context experiences a slight increase (180k vs. 120k for the Troposkein). This disparity
undoubtedly exerts an influence on the dynamics of the turbulence model.
Based on these results, subsequent calculations aimed at investigating the behavior of the labo-
ratory DeepWind model, both in the upright and tilted configuration, will be exclusively based
on the LR k − ω SST model.
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5.2 3D computations of the DeepWind demonstrator

This section delves into an investigation of the upright and tilted operational condition of the
Deepwind laboratory model, employing the 3D simulations, and examining the results in corre-
spondence with existing experimental data. Initially, the focus is directed towards the upright
configuration. The 3D analysis encompasses two distinct operational points. The first pertains
to the peak power point, characterized by a TSReq of 3.54 and a free-stream velocity, v∞, of
9 m/s. The second operational point involves an off-design scenario with a high TSR value of
4.55, corresponding to a free-stream velocity of 7 m/s. Subsequently, the peak power condition
has been also selected to discuss the tilt effect, considering an inclination angle of 15 degrees.
Notably, the evolution of vortical structures exhibits distinct behavior both within the rotor and
within its wake, generating intricate interactions between flow eddies and solid walls. Given the
foremost significance of the peak power operation, a thorough analysis is undertaken, encom-
passing comprehensive evaluation through global integral coefficients as well as close inspection
of localized flow attributes.
Figure 5.9 presents the experimental power coefficients [17], in comparison with the results ob-
tained through CFD computations. It indicates two significant trends: i) an underestimation
of integral parameters by the simulations in comparison to the experimental data, and ii) a
noticeable decline in performance when dealing with the skewed configuration.

Figure 5.9: Upright and 15deg tilted power coefficient: Experimental [17] vs 3D CFD results.

To further evaluate the agreement between numerical simulations and experimental results,
the computed near-wake field in the upright position is illustrated in Figure 5.10 (left-hand
side), compared with the corresponding velocity distribution observed in experiments. A close
alignment is evident between the two non-dimensional streamwise velocity mappings, both in
terms of their shape and the magnitude of velocity deficit. It is noteworthy to mention that
the available experimental results pertain to the lower half of the VAWT, whereas the numerical
results correspond to the upper half.
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Figure 5.10: 3D computations at TSReq=3.54: Time-mean non-dimensional streamwise velocity
on the near wake at X/Req= 1.5: CFD vs experiments (top left) – non dimensional vorticity on
the RHS, from top for the shaft section Y/Req=0, till Y/Req=0 at the bottom

Analyzing the numerical outcome, it becomes evident that a distinctive decrease in velocity
is observed at the upper section, specifically on the leeward side, which is attributed to counter-
rotating vortices formed at the tip, resulting in an augmentation of the velocity (Z∗ ≈ 1 and
Y/Req ≈ 0). This feature is notably absent from the experimental map, as the map pertains
to the lower half of the turbine, which is also influenced by the supporting post. Despite the
presence of this feature, the calculated velocity field is in good agreement with the reference
experimental field. Noteworthy is the occurrence of iso-lines wrinkling near the midspan of
the turbine, specifically within the leeward zone situated between the juncture of the upwind
and downwind regions (Y/Req = −1). In fact, within this area, there is a notable rise in
local velocity primarily attributed to the formation of vortical structures. These structures
are clearly illustrated in the pictures on the RHS of Figure 5.10. This representation displays
the dimensionless lateral vorticity across the XZ cross-section that intersects both the shaft
(Y/Req = 0) and the rotor within the leeward region. The downwind part of the flow field is
distinguished by diminished energy content and numerous vortical structures, which interact with
the rotor blades and give rise to spanwise flow variations as shown by the vorticity contours.
Additional insights into the velocity deficit within the near wake, across various spanwise

positions, are provided by Figure 5.11. This figure illustrates the near wake at different spanwise
positions. Satisfactory agreement is observed near the midspan, with a notable increase in
wake size and enhanced energy harvesting projected for locations above Z∗ > 0.5 where the
machine sections are experiencing more complex aerodynamic configurations. However, at high
load condition (TSReq=4.55), increased blockage effects are expected as displayed in Figure 5.12,
where the near wake contours and velocity profile at midspan present the larger and steep velocity
defect affecting this operating condition. Moving from midspan to the top region, alterations
in the spanwise flow field, reduced TSR, and intricate vortical structures notably determine
a different energy harvesting capability. Examining Figure 5.13, illustrating the specific CP

values for the slices indicated in Figure 5.5 from midspan to top, reveals that under peak power
condition (TSReq=3.54), a monotonically variation in local CP values is evident. Conversely,
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Figure 5.11: 3D computations at TSReq=3.54: Time-mean non-dimensional streamwise velocity
at Z∗=0.13, 0.27, 0.50 (left, middle, right)

for off-design condition (TSReq=4.55), the local CP exhibits an unusual trend with a minimum
near the 60% span position relative to the midspan. Such a reduction, observed between 40
– 60% (see Figure 5.13 - left) is related to different aerodynamic behavior as suggested by the
velocity maps reported in Figure 5.14, showing the lower energy content at high TSR (more
braking effect). However, the performance decrease in the off-design condition can be attributed
to reduced energy harvesting not only in the favorable upwind region but also in the downwind
portion, as illustrated in the depicted Figure 5.14.

Figure 5.12: 3D computations at TSReq=4.55: Time-mean wake profiles, CFD wake prediction
over section X/Req=1.5 (left) and on the symmetry plane (right)
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Figure 5.13: 3D computations at TSReq=3.54 and 4.55: local and cumulative (left) CP distri-
bution for the upright configuration; 3D computations at TSReq=3.54, 4.55 moment coefficient
at Z∗=50, 60 %

Figure 5.14: 3D computations: non-dimensional streamwise velocity at Z∗ = 0.5, TSReq=3.54
and 4.55 (left/right).
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5.2.1 Peak power condition: Upright vs Tilted

In this section, the computed 3D outcomes for a 15-degree tilted configuration, operating at
the peak power condition, are discussed alongside the available experimental data. Integral
power coefficient values, which serve as a comprehensive measure of machine performance, are
detailed in Table 5.2. With respect to the experimental data, the numerical results indicate an
underestimation of the predictions by approximately 15% in both upright and tilted conditions.
However, the overall CP coefficient experiences the same reduction of approximately 6% with
the transition from the upright to the tilted configurations in both experiment and simulation.

CP Num Exp
Upright 0.28 0.34
Tilted 0.264 0.32

Table 5.2: Power coefficient at peak power: 3D CFD against experiments

Additional investigation is required to enhance comprehension of the disparities between
predictions and measurements, as well as to gain a more profound insight into the fundamental
physical phenomena. Figure 5.15 presents a localized comparison between the computed and
measured velocity field at a near wake position (X/Req = 1.5). Enhanced energy extraction is
effectively represented in the windward region along the span, and the predicted shape of the
velocity deficit closely aligns with the measured profiles. A general overall concordance between
the computed flow field and the measurements is observed.

Figure 5.15: 3D computations at TSReq=3.54, 15deg tilt: non dimensional streamwise velocity
at X/Req=1.5, experimental measurement in comparison with numerical prediction

The subsequent discussion concerns the distinct operational behaviors exhibited by the ma-
chine in both the upright and tilted configurations. The reduction in performance observed in
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Figure 5.16: 3D computations at TSReq=3.54: non dimensional spanwise vorticity at
X/Req=1,2,3 - upright/15deg tilt at top/bottom

the latter scenario can be attributed to the heightened complexity in the evolution of flow struc-
tures within and in the wake of the rotor. The presence of yawed and skewed flow conditions
could facilitate the detachment of vortical structures transitioning from bottom to top regions.
Figure 5.16 illustrates the non-dimensional spanwise vorticity for the upright configuration in
comparison with that corresponding to the tilted condition, observed at three distinct near-wake
cross-sections X/Req.
At the first cross-section X/Req = 1, the flow is in the process of departing from the wind rotor,
whereby the vertical vortices manifesting within the lower portion of the tilted machine exhibit
greater strength and a more extensive spatial distribution compared to their counterparts in the
upper part, this indicates that the lower part exchanges work in a more pronounced manner com-
pared to the upper part. As one progresses downstream, the discernible distinction in vorticity
between the two regions persists, albeit diminishing as expected.

In order to enhance comprehension of the distinct operational behaviors across various parts
of the machine, Figure 5.17 presents the local power coefficient calculated at diverse spanwise
locations (as indicated by the colored sections in Figure 5.5), traversing from the bottom (-100%)
to the top (100%). Nevertheless, it is noteworthy that the distinct sections exhibit different be-
haviors, as evidenced by the trends delineated in Figure 5.17. The ultimate rationale for this
outcome arises from the aerodynamic characteristics, where the unsteady detachment of vortical
structures, in conjunction with their interaction with the solid blades, governs the performance
of the VAWT.

In Figure 5.18, the left-hand side illustrates a comparison between the CM (moment coeffi-
cient) of two halves of the turbine. The positive half of the turbine (from midspan to top) and
the negative half (from bottom to midspan) are considered in a tilted condition. This comparison
also includes the torque gathered when the turbine is in its upright state.
In a tilted operational configuration, the lower half of the turbine accumulates a greater share
of energy compared to the upright condition, accounting for 60% of the total power extracted
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Figure 5.17: 3D computations at TSReq=3.54: local CP distribution for the upright and tilted
configurations

by this section of the apparatus. The majority of the performance discrepancy becomes evident
on the leeward side of the upwind region (as seen when comparing the black dashed dot line
to the green solid line). Further assessment can be conducted by examining how the various
components of the machine contribute to the torque transmitted to the shaft. The right-hand
side of Figure 5.18 showcases the moment coefficients as a function of the azimuthal angle, com-
puted for selected VAWT sections ± 40, 50, and 60%. As a general observation, the lower part
exhibits a maximum CM value that is twice as high as the value obtained for the counterpart
positive regions. As anticipated, the tilted condition reduces the effects of turbine curvature
(egg-beater-shaped VAWT) for the lower half, especially in the upwind region (tends to become
vertical), and increases them for the upper half (tends to become horizontal). Conversely, in
the downwind region the opposite takes place, which explains the slightly improved performance
observed for the upper part.

The aerodynamic performance comparison between the tilted and upright configurations,
as illustrated in Figure 5.18, necessitates a simultaneous evaluation of the energy extraction
and the evolution of the near wake. In instances of tilted operational conditions, this process
becomes intricate and can not be addressed in a straightforward manner, as the turbine slices
experience continuous variations in their vertical positioning throughout the revolution, passing
from a maximum at ϑ = 90◦ to the minimum at ϑ = 270◦.Figure 5.19 illustrates the sketch of the
Z∗ = −0.39 slice, in both the global upright and the local tilted reference frames, which helps to
appreciate the different locations of the two highlighted monitoring surfaces. Furthermore, the
figure provides a representation of the actual streamlines originating from an upwind location.
This evolution of the wake is comprehensively depicted in Figure 5.20 and Figure 5.21 which
presents non-dimensional streamwise velocity contours for selected slices at 30 and 90 degrees of
azimuthal position, by considering the local tilted reference system (15deg) and global upright
reference system. The first reference frame serves to depict the actual flow field that the profile
encounters during its revolution around the shaft. On the other hand, the second reference frame
is employed to monitor the evolution of the wake at approximately the same height from the
ground. Indeed, focusing on the lower part of Figure 5.20, the wake being observed corresponds
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Figure 5.18: 3D computations at TSReq=3.54: moment coefficient of one blade for the upright
configuration in comparison with 15 deg tilted operating case (half± indicate the upper and
lower half contributions) LHS; moment coefficient blade 1 for the 15deg tilted configuration at
lower and upper 4,5,6 ”slices”, RHS

to the region still below -39% (that is, between -70% and -100%, see the streamline in figure 5.19).
Given the turbine’s shape in that area and the inclination of the local reference system, the wake
is decreasing. If instead considering the global reference frame, see Figure 5.21, the wake shape is
completely different. By comparing the two figures, the spanwise development of the near wake
can be observed. This entails noticing that the wake becomes non-symmetric and narrower,
which emphasizes the reduced energy harvesting on the leeward side as it moves downward.
This is due to the local decrease in TSR value in that region.

Figure 5.19: Global and local reference system: upright and tilted slices at Z∗ = −0.39
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Figure 5.20: 3D computations at TSReq=3.54 with Local Tilted reference system: non-
dimensional streamwise velocity for the upright case (top) Z∗ = 0.39 and tilted (bottom) at
Z∗ = −0.39
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Figure 5.21: 3D computations at TSReq=3.54 with Global Upright reference system: non-
dimensional streamwise velocity for the upright case (top) Z∗ = 0.39 and tilted (bottom) at
Z∗ = −0.39
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5.3 Large scale model: upright configuration

Offshore Vertical Axis Wind Turbine (VAWT) installations necessitate the use of multi-megawatt
turbines to meet the challenging green energy demands while maintaining favorable economic
parameters. Consequently, addressing the scaling of the machine is of dual significance: i)
evaluating its performance under real flow conditions, accounting for Reynolds number influences,
and ii) guaranteeing structural stability, particularly when dealing with large-scale machines
where considerations related to the center of gravitational forces and gravity become paramount.
In this context, this discussion primarily focuses on the former aspect, entailing an examination
of machine performance from the perspective of fluid machinery.

As is commonly recognized, when working with scaled models compared to their full-scale
counterparts, it is imperative to account for non-similarity effects, with a primary focus on
investigating the Reynolds number effect. Additionally, in the case of large-scale machines,
aeroelastic instabilities may also be affected due to heightened tip speed ratios and the system’s
low natural frequency [67]. However, this section undertakes a comparison between a full-scale
wind turbine and a small-scale laboratory model in their upright positions. The aim is to assess
their respective abilities in power generation and wake formation, providing insights into how
the turbine’s performance may be impacted by the scaling factor of the machine. The full-
scale model examined in this context possesses a scaling factor of 60 in relation to the small
laboratory model, resulting in a Reynolds number of approximately 10 million.The calculations
were conducted using the same numerical settings and discretization guidelines as previously
outlined for the small-scale laboratory model. Exception made for the turbulence modeling,
where the standard k − ω SST model has been adopted.

Figure 5.22 illustrates the moment coefficient comparison between the large-scale and small-
scale models. A distinct advantage of the full-scale machine is noticeable in the upwind section,
exhibiting an approximate 25% increase. This results in an overall CP value rise from 0.28 (for
the small lab model) to 0.35 (for the large model).

Figure 5.22: 3D computations at TSReq=3.54: moment coefficient of upright configuration -
small scale lab vs large scale model

Figure 5.23 illustrates the local power and the cumulative power coefficients, left and right
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Figure 5.23: 3D computations at TSReq=3.54: local and cumulative power coefficient of upright
configuration (left/right) - small scale lab vs large scale model

respectively, of the chosen rotors as moving spanwise. The reported results suggest how the
Reynolds number effect is having an impact. A monotonically decreasing trend is provided by
the large-scale model. Worth noting the trend near midspan, where the local behavior registered
by the small scale rotor is thus observed to be a result of the low Reynolds number flow promoting
the vortices already commented in Figure 5.10 using the lateral vortices arising in the leeward
side, close to the midspan region (displayed both by numerics and experiments).

The velocity field behind the rotors allows to describe how the energy harvesting process
takes place while the vortices are developing; the higher velocity defect that explains the enhanced
performance of the large scale can be readily observed from Figure 5.24. Additionally, Figure 5.25
offers further visualization, emphasizing the impact of a fully turbulent regime on a blade at
ϑ = 120◦. Finally, Figure 5.26 provides the companion representation, featuring near wake
profiles at two subsequent downstream cross-section positions for both rotor sizes. The leeward
side once again demonstrates the positive effect of a ”re-energized” flow field, displaying reduced
susceptibility to transitional instabilities owing to the substantial Reynolds number of the full-
scale model. A similar evolution of the wake is instead observed for the machines, as they
transition from X/Req equal to 1.5 to 2.5. This transition leads to a comparable decrease in
velocity, though at different locations.
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Figure 5.24: 3D computations at TSReq=3.54: non dimensional streamwise velocity at midspan
- small scale lab vs large scale model

Figure 5.25: 3D computations at TSReq=3.54: non dimensional streamwise velocity at midspan
- small scale lab 8left) vs large scale model (right) - enlargement ϑ = 120◦
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Figure 5.26: 3D computations at TSReq=3.54: near wake velocity profile on the midspan plane,
at X/Req = 1.5, 2.5
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Chapter 6

Case 3: H-shaped VAWT

6.1 Case of Study

In this chapter, the model under investigation is a small-scale, H-shaped VAWT, which comprises
three unstaggered blades, affixed to the shaft via two supporting streamlined struts. The blades
exhibit a NACA0021 airfoil with a chord length of 0.101 meters. The aspect ratio, defined as
the ratio of the blade height to the rotor diameter, is set at 1. Moreover, the rotational speed
of the turbine remains constant at 300 revolutions per minute (rpm). With a radius measur-
ing 1.01 meters, this machine can be considered a small-scale laboratory model, suitable for
simulating utility-scale devices while simultaneously serving as a real-scale rotor for distributed
micro-generation applications. The dimensions of the turbine have been established based on
design guidelines that were previously employed in a laboratory model investigated [37]. The
aerodynamic characteristics of the turbine are subject to considerable influence from several fac-
tors, including the geometric aspect ratio, the Reynolds number effect, the airfoil shape, and
other pertinent considerations. Previous works documented in the open literature have exten-
sively addressed these topics. For instance, in the work by [81], a comprehensive investigation
into the Reynolds number effect, the implications of viscous losses, and their correlation with
the geometric design of VAWTs were presented. Undoubtedly, achieving a singular optimum
design for the turbine is not possible, primarily due to the fact that pertinent factors merge in
distinctive ways under varying operational conditions. However, a widely adopted choice entails
selecting an aspect ratio that closely approximates unity, also with laboratory scale turbines [68].
Therefore, for the purpose of carrying out a reliable numerical study on the effect of skewness
applied to VAWTs, the described configuration was chosen. Notably, this choice was motivated
by the inherent structural advantages associated with the selected configuration.
Table 6.1 presents a comprehensive summary of the chosen test cases, detailing the free-stream
velocities and TSR values. Also in this case, throughout the simulations, the rotational speed
remained constant, while the free-stream velocities varied correspondingly. These specific oper-
ating conditions were purposely selected to represent distinct scenarios: the peak power point
and two off-design conditions characterized by high and low loads.
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Table 6.1: Test cases: operating conditions
Case A Case B Case C

Wind speed[m/s] 10.0 9.0 8.2
TSR 3.18 3.54 3.90

6.1.1 Computational model

Comprehensive simulations employing a high-fidelity CFD tool were conducted to investigate
the aerodynamic characteristics of an H-shaped VAWT under both upright and tilted configura-
tions. In congruence with the preceding cases of study, the numerical discretization methodology
adopted entailed the assumption of the fluid’s behavior as that of an ideal and incompressible
gas, characterized by unvarying thermophysical properties. The discretization process of the
governing equations was conducted by applying URANS modeling, incorporating a turbulence
model focused on resolving near-wall flows. The k − ω SST turbulence model, developed by
Menter [61] was selected since it has been demonstrated to offer accurate predictions of intricate
vortical structures. see e.g. [6]. Both spatial and temporal discretization were executed using
second-order accurate schemes.

The definition of domain boundary locations is imperative to circumvent contrived blockage
effects. Additionally, these boundary positions should be set in order to minimize the domain
and the excessive computational expenses (as reported in [38]). In accordance with the guide-
lines outlined in [38], the 3D domain exhibits distinct features, comprising an inlet boundary
positioned at a distance of 4.5 diameters upstream from the shaft, an outlet surface situated 3.0
diameters downstream, and lateral ones situated at 3.0 diameters from the central shaft.

Figure 6.1: 3D computational domain and boundary conditions

The construction of the grids has been executed in accordance with the clustering outlined
in [37, 38]. The creation of these grids, which include a total of approximately 24 million
polygonal cells, has been carefully defined using a sensitivity analysis approach. Additionally, in
pursuit of attaining enhanced precision, a minimum spacing of 2 ·10−5 m from the solid wall was
employed in order to satisfy the constraint of y+ ≈ 1 and so achieving a proper simulation of the
near-wall region. Furthermore, a local growth factor of 1.1 was applied to refine the boundary
layer. An expanded depiction of a refined area, notably the intersection between the strut and
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blade, is presented in the left segment of Figure 6.2. Within the same visual representation,
the evolution of the refinement along the spanwise orientation is exhibited on the right-hand
side. Additionally, a comprehensive description of the sections, sequentially labeled from the
lowermost to the uppermost, is presented. The utilization of negative labels ranging from -10 to
-1 signifies the zones situated within the lower half of the turbine, whereas the positive labels
correspond to regions located in the upper half. These delineated regions were employed to
conduct a more precise and localized assessment of flow field developments. Consequently, they
were used for the computation of localized power harvesting.

Figure 6.2: Computational domain: Detailed view of the junction between the aerodynamic
struts and a turbine blade on the left, with a cross-section of the grid superimposed to the
VAWT geometry. The spanwise regions labeled slice ±j

The selection of the time step value, a factor pivotal to the accuracy of the solution, was
made in such a way as to partition the entire revolution into 720 instants. This decision is
substantiated by the recommendations expounded in other works, e.g. [12] and is predicated
upon widely applied sensitivity analysis principles.
An algebraic multigrid solver was employed to resolve the system of governing equations at each
time step, iteratively advancing the solution until the prescribed accuracy threshold of 10−5

was satisfied. For every operational scenario, computations were executed until the achievement
of a periodic solution, attaining a stable flow field across all examined conditions between the
15th to the 20th revolutions of the turbine. Nevertheless, in order to verify the periodicity,
the average torque value gathered at the shaft, computed over a single revolution, was recorded.
Subsequently, the most recent five mean values were subjected to continuous monitoring until the
relative error reached a level below 1%, thereby serving as the established convergence criterion.
The employed boundary conditions are detailed in Figure 6.1. Specifically, at the inlet surface, the
conditions entailed a freestream velocity maintained at a fixed value, accompanied by a turbulence
intensity of 1%, and a turbulent viscosity ratio set to 1. These specifications align both with
conventional experimental data and the chosen turbulence model. The lateral, downstream, and
upper boundaries were assigned prescribed static pressure conditions. Meanwhile, the no-slip
wall condition was enforced along solid (rotating) surfaces, as well as to the ground surface.
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6.2 VAWT upright condition

In this particular section, a comprehensive study of the considered VAWT’s performance in its
upright configuration is presented. The principal objective encompasses the establishment of a
foundational rationale, proving a link between the machinery’s capability for harnessing energy
and the intricate factors wielding influence on its overall performance. These factors encompass:
i) the perturbative impacts arising due to blockage phenomena, ii) the 3D viscous losses, and
iii) the unsteady vortical structures manifesting within and trailing the rotor, thereby directly
affecting the wake’s evolution and subsequent recovery. It is common knowledge that the blades
of a turbine have the potential to experience deep, dynamic stalls at various points during its
rotation. Accordingly, the aerodynamic performance prediction must be able to appropriately
handle all such aspects.

6.2.1 Symmetry Assessment

Before delving into the main topic, the evaluation of the symmetry condition at midspan is con-
ducted. In fact, assuming the validity of the symmetry condition proves highly advantageous, as
it effectively lowers the computational expenses. Generally, in cases where tilting movements are
not considered, the discrete domain may fully exploit the rotor design with geometric symme-
try around the equatorial section. Moreover, in the absence of considerations pertaining to the
atmospheric boundary layer, the inflow also adheres to the condition of symmetry. Nonetheless,
a significant aerodynamic instability can emerge when dealing with a stalled rotor, particularly
in situations where the TSR is low. This instability can lead to an asymmetric flow field. To
demonstrate the symmetry of the flow, comprehensive simulations of the complete turbine at a
TSR of 3.54 (which corresponds to the peak power condition) were conducted and examined.
The computational mesh used in this analysis is composed of 24 million elements and follows
the criteria mentioned earlier. The initial focus is on comparing sections of the flow that are
symmetrically positioned relative to the midspan of the turbine.

Figure 6.3: 3D moment coefficient at TSR=3.54, upright: torque computed on slices number
±3, 7, 10 as function of θ

Figure 6.3 displays the moment coefficient that has been calculated for specific cross-sectional
slices along a single blade. These slices are situated at positions denoted as ±3, 7, 10 as indicated
in Figure 6.2. This comparison is conducted to assess the symmetry between the upper and
lower sections of the turbine. The torque values projected at the ±3 slices exhibit a notable
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resemblance to each other. Upon comparing slices at positions ±7 and ±10, it becomes evident
that the variation between the upper and lower sections of the rotor is confined to a narrow
area during the downwind phase of the rotation. This discrepancy is closely tied to the presence
of the pole, which concludes at the +5 slice. The resulting impact on the overall Cp value for
the half model, when contrasted with that of the entire rotor, remains under 1%. As expected
from this initial analysis, the simulation results that leverage the symmetry boundary condition
closely align with those obtained for the upper half of the rotor when considering the complete
rotor configuration. This observation strongly indicates that, in the vertical arrangement, the
aerodynamics of the rotor can be effectively represented using the symmetry boundary condition.

6.2.2 Flow field at midspan

The study focused also on assessing the aerodynamics of the rotor by analyzing the predicted
moment coefficient in relation to the azimuthal angle within the middle or equatorial part of the
machine. To achieve this, only the forces contributing to the moment coefficient (CM ) from a
thin section located at the midspan of the rotor (referred to as ”slice 1” in Figure 6.2) were
taken into account, excluding the three-dimensional effects derived from the full 3D computation.
The comparison of 3D CM profiles was conducted at three different TSR values: the condition
of peak power (TSR = 3.54), as well as off-design scenarios at higher (TSR = 3.18) and lower
(TSR = 3.90) freestream velocities, as depicted in the left segment of Figure 6.4. The findings
indicate that as the TSR value increases, the downwind region experiences a reduction in available
torque. Consequently, as the TSR increases, a substantial proportion of the harnessed torque
originates at the zone within fresh airflow. Moreover, the maximum CM value occurs at greater
azimuthal angles. Particularly at low TSR values, the aerodynamic performance is significantly
affected by dynamic stall, where vortices develop more rapidly in the downwind.

Figure 6.4: Left: Moment coefficient: 3D computed on slice number 1 as function of θ. Right:
Near wake velocity defect: 3D midspan non dimensional streamwise velocity at X/R = 1.5

The right segment of Figure 6.4 illustrates the characteristic expansion of the wake region and
major velocity defect observed within the increase of TSR values. This observation substantiates
that the wake exhibits a quicker recovery in instances characterized by lower TSR values.
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6.2.3 3D Effects

This section examines the effects exerted by both struts and blade tips on the turbine’s overall
performance and on the flow structure development at different TSR values. This exposition aims
to establish a foundational reference for subsequent comparison with the tilted configuration.
Moreover, given the turbine’s previously stated symmetry, the following analysis is restricted to
the upper half of the turbine.
To assess the viscous losses attributed to the friction acting on the struts, as well as the effects of
the blade tips, the torque distribution throughout a complete revolution is analyzed at specific
spanwise locations. Figure 6.5 represents the predicted moment coefficient across the investigated
TSR values, delineated for three distinct slices, namely the midspan (label 1), the location of the
strut attachment (label 5), and the slice at the blade tip (label 10).
Numerous observations can be deduced:
i) A coherent behavior is evident, whereby an increase in the TSR value leads to a corresponding
amplification in the influence of losses, primarily attributable to heightened frictional resistance
induced by the presence of supporting struts; ii) The machine portion aligned with the location
of slice 5 manifests an almost counterproductive impact on power extraction, exhibiting a clearly
”braking” effect that assumes greater significance with the increase of the TSR value; iii) By
examining the distributions of moment coefficient (CM ) presented for slice number 10, the losses
occurring at the blade tip due to the finite blade length effect can be better understood by
comparing them with the torque obtained at midspan reported in the figure.

Figure 6.5: 3D moment coefficient at TSR=3.18, 3.54, 3.90: torque computed on slices number
1, 5, 10 as a function of θ

For a more precise quantification of the performance decrement attributed to 3D losses,
the local coefficient of power (CP ), calculated across the spanwise, is depicted in Figure 6.6. It
elucidates the correlation between effective power and each position, as discussed earlier. Notably,
a conspicuous loss peak emerges around the 50% span position.
The findings discussed in this section, introduce the main issues that play an important role
in the VAWT performance evaluation, and finally, they prompt the reasoning lines useful to
understand the turbine behavior when operating in the upright condition. In the next sections,
the VAWT behavior is instead investigated when different tilting angles are considered.
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Figure 6.6: 3D local power coefficient at TSR=3.18, 3.54, 3.90: power computed spanwise over
each slice from midspan (0%) to top (100%)

6.3 VAWT tilted condition

The prediction of performance in a tilted configuration holds evident significance for practi-
cal applications, wherein factors like freestream distortion, turbulent onset, and external forces
commonly lead to deviations in the operational flow field from the upright reference state. As
such, it becomes doubly imperative to adequately quantify the impact of skewed flows on VAWT
operations. This serves two key purposes: i) Gaining insights into the development of vortical
structures based on this understanding. ii) Attaining reliable

predictions of performance.
Dealing with inclined rotors introduces several considerations. Among these, there is the reduc-
tion of the normal wind velocity component, which in turn slightly decreases the angle of attack.
This effect is anticipated to be particularly pronounced during low wind speeds. Additionally,
alterations in the swept area occur as the turbine tilts, as well as the flow encounters a thicker
airfoil section.

6.3.1 Swept area variation

While operating in a tilted configuration, the frontal area of the turbine undergoes changes
as dictated by the formula depicted in Figure 6.7. This formula is a function of the VAWT’s
aspect ratio (H/D), as illustrated therein. As per this formula, the swept area experiences an
increase, reaching a peak value that is contingent on its aspect ratio. Subsequently, it begins to
diminish until it equates to the area of a circle when the inclination angle attains 90 degrees.
The maximum of the swept area occurs at a lower tilting angle as the H/D parameter increases.
In a consistent operational position, larger swept areas manifest at lower H/D values. This
geometric characterization profoundly impacts the turbine’s energy harvesting capacity. The
present section of the study additionally attempts to gain deeper insights into the evolution of the
vortical structures occurring both within and beyond the rotor. Furthermore, when transitioning
from upright to tilted operations, considerations must encompass aspects such as viscous losses,
blockage effects, and aerodynamic phenomena to facilitate a more comprehensive discourse on
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Figure 6.7: Rotor turbine swept area as a function of H/D: upright vs tilted operating condition

the machinery’s behavior. Concluding this, it’s worth noting that operating in tilted conditions
with an H-shaped design turbine like the one under examination in this study, the streamlines
only partially intersect with the rotor, particularly in specific lower spanwise regions located
within the downwind zone. This is predicted to lead to an overall increase in performance.
In the subsequent sections, an analysis is conducted on the influence of the tilting angle on various
factors. These factors encompass the freestream wind conditions, the magnitude of viscous losses,
the swept area, and the evolution of the near wake.

6.3.2 Tilted vs Upright: different TSR values

To begin, the results presented herein, demonstrate how the presence of a tilt angle modifies
the effects of viscous losses at different TSR values. For this section, a tilt angle of 20 degrees
is considered as the reference parameter. Figure 6.8 depicts the variation of the local power
coefficient concerning the spanwise position within the reference slices group. This computation
is conducted across three different TSR values. Clearly, upon the introduction of a tilt angle,
a noticeable divergence in power harvesting capability becomes evident between the lower and
upper sections of the turbine, irrespective of the TSR condition. In fact, when operating in a
tilted configuration, an augmentation in the value of CP becomes discernible in the lower half,
whereas conversely, a contrasting pattern is observable in the upper half of the turbine.
The impact of inclination becomes more noticeable as the TSR value rises since a portion of the
lower half of the turbine meets fresh air both in the upwind and downwind zone and as observed
in figure 6.4, more pronounced energy can be recovered when dealing with high TSR. Moreover,
significant friction-related effects manifest in the upper half of the turbine owing to the adverse
influence of the machine’s inclination. In contrast, the converse outcome is observable in the
lower portion, where a diminished loss of power coefficient is evident. This is also a result of
encountering fresh air in both upwind and downwind zone for the lower half (less braking effect).
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Figure 6.8: 3D local power coefficient at TSR=3.18, 3.54, 3.90 (left/middle/right): upright in
comparison to 20deg inclined operation

The amplified power/torque potential in the lower segment of the rotor under inclination is
evident in Figure 6.9. This heightened capacity for power conversion primarily depends on the
increased torque harnessed by the blades within the downwind region of the turbine’s revolution.
Notably, the torque derived from a slice positioned in the lower region of the turbine (-8) surpasses
that of a corresponding slice situated in the upper portion of the rotor (+8).

Figure 6.9: 3D local moment coefficient in 20deg inclined operation at TSR=3.18, 3.54, 3.90

Advancing towards the upper and lower segments of the rotor, larger differences in the flow
field and local performance are expected. Figure 6.10 presents a comparison between the upright
and 20-degree tilted rotor configurations at TSR=3.54, illustrating the CM distribution over one
turbine’s revolution, for the slices ±3 and ±8 in both the upright and tilted positions. It is
apparent that the upwind portion experiences a slight reduction in its capacity to extract active
torque in the upwind zone, attributable to the adverse impact of flow inclination. Nevertheless,
the tilt notably enhances energy harvesting in the downwind section of the revolution. As
expected, the effect of the tilt becomes more pronounced as one moves away from the equatorial
section of the rotor.
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Figure 6.10: 3D moment coefficient at TSR=3.54: upright in comparison to 20deg inclined
operation, slice±3 on right and slice±8 on left

6.3.3 Peak power condition: different tilt angles

In situations of skewed flow, an augmented torque becomes conveniently accessible, owing to the
fact that the streamlines intersect the rotor only once within the downwind region along a specific
span segment. As the flow skewness intensifies, the turbine’s lower and upper parts contribute
differently. Additionally, the swept area varies as indicated in the previous section. As a result,
a detailed examination is required to determine the turbine’s performance in harvesting energy
across various operational conditions.
In this section, the performance of the VAWT is evaluated across different tilt angles while the
rotor operates under the reference peak power condition (TSR=3.54, assessed in the upright
condition). Figure 6.11 illustrates the distribution of CM throughout a complete revolution
for both the upper and lower segments of the VAWT, considering tilt angles of 10, 20, and 30
degrees. In the upwind region, these two segments exhibit comparable behavior; however, a
decreased torque output becomes evident as the tilt angle increases due to the expansion of the
swept area and the subsequent decrease in the relative freestream velocity. On the contrary,
within the downwind segment, a distinctive feature emerges between the upper and lower halves
of the turbine. While the tilting effect on the upper portion remains negligible (see the right
figure), the lower half capitalizes on the opportunity to interact with undisturbed ”fresh” air,
which exclusively interacts with the rotor’s downwind region.
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Figure 6.11: 3D torque coefficient at TSR=3.54 of the upper/lower part of the turbine (left/right):
inclined operation at 10, 20, 30 deg

Therefore, the escalating availability of energy in the downwind portion becomes notably
pronounced when progressing towards the blade tip, as depicted by the designated region Slice
±8 in Figure 6.12.

Figure 6.12: 3D torque coefficient at TSR=3.54 of slices ±8: inclined operation at 10, 20, 30 deg

Concerning the power harvesting capacity of the VAWT at varying tilt angles, Figure 6.13
contrasts the power extraction between the upright configuration and the tilted orientations.
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Figure 6.13: 3D power coefficient at TSR=3.54 at inclined operation at 10, 20, 30 deg

In Table 6.2, the computed power coefficient is reported along with the collected power data,
swept area, and the relative percentage variations of these parameters in comparison to the up-
right condition. For TSR=3.54, It is evident that the rotor power output increases by 11% for
inclinations of up to 20 degrees, due to the increased swept area (+20%) in combination with the
low reduction in power coefficient (small effect of the tilting + the lower half of the turbine gener-
ates torque in the downwind region). At a 30-degree inclined rotor position, the aforementioned
positive effects are offset by adverse aerodynamics, particularly during the upwind phase of the
revolution. This results in a significant reduction of the Cp, and despite the increase in swept
area, the collected power becomes lower than that in the upright configuration. In addition,

Angle CP CP (%) Asw Asw(%) Power ∆(P)%
0o 0.25 - 4.04 - 450 -
10o 0.24 -4.0 4.52 +11.9 464 +3.1
20o 0.23 -7.6 4.88 +20.8 501 +11.3
30o 0.19 -24.0 5.08 +25.7 444 -1.3

Table 6.2: TSR=3.54: power coefficient, swept area and gathered power at varying tilting angle

Table 6.3 illustrates the comparison between percentages obtained in terms of power while keep-
ing the angle of inclination constant (20o) for the three considered TSRs. Significantly notable
increments are observed for the highest TSR (low wind speed), as under such circumstances,
greater torque is recuperated in the downwind region, as depicted in Figure 6.9.

TSR Cpup Cptilted Powerup Powertilted ∆(P)%
3.18 0.26 0.235 643 702 +3.1
3.54 0.25 0.230 450 501 +11.3
3.9 0.20 0.199 277 331 +19.1

Table 6.3: 20o: power coefficient, gathered power at varying TSR
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6.4 Flow Field: The tilt angle effect

The occurrence of a complex vortical structure resulting from the three-dimensional flow field
within a VAWT has significant implications for both the energy harvesting process and wake
recovery. In this section, the generation of the wake and its recovery process are delineated,
considering a tilting angle ranging from zero to 30 degrees, while the machine operates under
peak power conditions. The objective is to reach a deeper understanding of wake evolution and
to identify factors influencing the performance establishment. These observations hold particular
significance in the context of wind farm design, aiding in the optimization of energy density.
The flow topology of VAWTs operating within field conditions, functioning with helical blades
at elevated Reynolds numbers, is detailed in [91]. Considerable importance is attributed to the
three-dimensional dynamics and its importance on the evolution of the wake. Theoretical and
experimental investigations have indicated a robust interrelation between the object geometry
and the dynamics of vortices.

A set of 2D PIV experiments was introduced in [87], conducted within an open-jet wind tun-
nel using an H-shaped rotor. These experiments demonstrated the potential for the wake profile
to exhibit asymmetric behavior, marked by an inclined velocity profile and pronounced expan-
sion, particularly in the windward region. Enhanced momentum replenishment downstream of
the turbine is assisted by greater solidity values of the blades, leading to increased cross-stream
gradients, as evidenced in the findings of [74]. Thus, a faster recovery appears to result from
inducing a destabilization of the wake beforehand. However, the study did not emphasize span-
wise effects, such as the activation of vertical transport phenomena.
When analyzing the near wake topology and its evolution in the context of skewed flow condi-
tions, it is essential to account for a confluence of factors, including augmented swept area, the
induction effect, and the re-energization of flow derived from the lower half of the turbine. An
initial qualitative depiction of the wake evolution is presented in Figure 6.14, illustrating the
computed velocity deficit alongside lateral vorticity contours across the plane of Y/R = 0. Upon
initial observation, it becomes evident that the wake ascends and exhibits augmented energy
content, particularly under conditions of greater flow skewness. The positive vorticity observed
at the top of the rotor is symmetrically counterbalanced by negative vorticity at the lower part of
the rotor when operating under 0 degrees of flow inclination. However, as the turbine tilts, verti-
cal flow components are stimulated, as depicted in Figure 6.15, showcasing the non-dimensional
spanwise velocity at X/R = 1.5. With increasing inclination angles, the near wake experiences
a progressively intensified vertical motion, thereby expediting the recovery of the wake.

Figure 6.16 displays the development of flow patterns at a fixed x/R cross-section downstream
from the turbine rotor, while the tilt angle is increased. The wake exhibits an expansion in
both the crosswise and spanwise directions. Notably, the windward section of the upper half of
the turbine demonstrates the lowest minimum velocity values. However, at higher tilt angles,
diminished expansion and reduced magnitude are observed, indicating that the higher kinetic
energy content of the ’fresh’ air aids in the recovery of the wake. A downstream-propagating
low-pressure core becomes evident, maintaining near-symmetry in the spanwise direction when
the turbine is in an upright configuration. However, upon tilting the rotor, the depressurized
core expands primarily in the upper portion of the rotor. This expansion could be attributed to
the unsymmetrical thrust exerted by the rotor on the flow at its lower and upper sections, see in
Figure 6.17. This Figure reveals that the fundamental physical origin of flow entrainment within
the wake, facilitating its upward motion and significantly enhancing wake recovery, is rooted in
the spanwise asymmetry of the pressure field due to the tilted operation condition.
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Figure 6.14: TSR=3.54: non-dimensional streamwise and spanwise velocity (left, middle) and
lateral vorticity (right) at Y/R = 0 plane; tilting angle 0-30 degrees (top-bottom)

Figure 6.15: TSR=3.54: non-dimensional, spanwise velocity at X/R = 1.5, 4.5 (top,bottom)
downstream the rotor at varying tilting angles
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Figure 6.16: TSR=3.54: non-dimensional, time-averaged streamwise velocity for 0,20, 30 degrees
of tilt angle (top,bottom), at three near wake Y Z cross-sections, X/R = 1.5, 4.5 (top,bottom)

Figure 6.17: TSR=3.54: non-dimensional, time-averaged gauge pressure for 0, 20 and 30 degrees
of tilt angle, at two near wake Y Z cross-sections, X/R = 1.5, 4.5 (top,bottom))
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To provide a more comprehensive description of the wake’s physics, Figure 6.18 presents a
comparison between the wake generated by the rotor in an upright configuration and the wake at
tilt angles of 10 and 30 degrees. The time-averaged velocity profiles captured at midspan reveal
alterations in the wake’s shape, width, and depth. At X/R = 1.5, the upright and both inclined
solutions exhibit a close resemblance, particularly at a 10-degree tilt, with the latter showing a
diminished velocity deficit. However, as we progress downstream to X/R = 4.5, the disparity
becomes more pronounced, primarily concentrated on the wake side due to the windward blade’s
movement. The alteration in the wake could be attributed to the vertical motion originating
from the lower half of the turbine. This flow movement is interconnected with the recovery and
asymmetry of the wake, contributing to the torque trends depicted in Figure 6.11.
The study of near-wake progression must encompass the impacts of unsteady vortical structures
generated by the blades, as well as their evolution and interaction within and behind the rotor.
Tescione et.al [87] delved into the analysis of asymmetric induction fields within the wake, along
with the intricate dynamics of tip and strut-induced vortices. Their study highlighted a height-
ened expansion on the windward side and the occurrence of vertical stretching and diffusion
of flow structures. Furthermore, when examining higher degrees of flow skewness, the velocity
defect profiles exhibit asymmetry, with a discernible decrease in defect on the windward side.

Figure 6.18: TSR=3.54: velocity defect at X/R = 1.5 in upright and tilted configuration

Figure 6.19 presents a sequence of streamwise velocity profiles computed at midspan for
turbine inclinations of 10, 20, and 30 degrees. These profiles were captured at specific Y Z
cross-sections downstream of the turbine rotor. At a 10-degree tilt, an off-centered velocity
deficit emerges, which grows in significance as we move downstream. Despite this, the various
streamwise velocity plots exhibit a nearly consistent degree of skewness and a nearly identical
replenishment gradient. The overall trend of the velocity deficit across the planes of constant
X/R at midspan, observed in the case of a 10-degree inclination, closely mirrors the distribution
highlighted under upright conditions. As the tilt angle increases, a more pronounced asymmetry
in the velocity distribution becomes evident: the ’leeward’ side of the wake displays an accelerated
wake recovery, which may also partially influence the windward region (at a 30-degree tilt angle).
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Figure 6.19: TSR=3.54: non-dimensional, time-averaged streamwise velocity at midspan as a
function of the tilt angle at four near wake Y Z cross-sections

Figure 6.20: TSR=3.54: non-dimensional, time-averaged streamwise velocity at slice ±5,±9 as
a function of the tilt angle at two near wake cross-sections X/R = 1.5, 4.5

The described phenomena characterize the distribution of the rotor wake along its span. The
impact of flow skewness becomes more evident in Figure 6.20, which presents the streamwise
velocity for selected positive and negative slices, specifically ±5 and ±9, at two downstream
positions: X/R = 1.5 and X/R = 4.5. By comparing the behavior observed in the near-wake
section with that in the farthest one, a quicker recovery of the wake in the lower half of the
turbine can be noticed. Additionally, this characteristic is associated with a more pronounced
asymmetry in the leeward region and within the negative slices. The profiles of local velocity
deficits evolve in a complex manner due to the interaction of vortical structures that form at the
solid walls of the blades and interact with one another as they pass through the rotor.
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To assess the downstream evolution of the wake, the streamwise velocity deficit was quantified
as a function of both tilt angle and downstream position, while keeping the X/R sections fixed.
Displayed in Figure 6.21 is the trajectory of the minimum velocity point along the span at
X/R = 1.5, 2.0, 3.0, 4.0 for the three considered tilt angles. In the case of a 10-degree incline,
the positive and negative span positions exhibit an almost symmetrical behavior in relation to
the midspan. However, for the 20-degree and 30-degree cases, a reduced velocity deficit becomes
evident. Remarkably, when looking at -75% of the semi-span, the largest skew angle predicts
around 60% of the freestream velocity, while the medium skew angle predicts only about 20% of
the freestream velocity. Through the utilization of a linear least squares interpolation technique,
the approximate slope of the velocity profile can be computed.

Figure 6.21: Near wake: minimum streamwise velocity loci at X/R = const planes

The graph presented in Figure 6.22 illustrates the collection of these values. The average
inclination angle of the wake at each X/R position, derived from the approximate interpolation,
offers insights into the wake’s orientation.

In the case of the minimum skew condition, the average wake orientation remains approxi-
mately within the 10-15 % range. In contrast, for the 20-degree and 30-degree cases, the computed
angle surpasses the angle imposed by the skewness.

The predicted average angle demonstrates an ascending trend, with a greater deviation angle
corresponding to higher skew angles. This observation implies a progression in the ”average”
wake angle downstream under the selected conditions. Moreover, this suggests that the faster
velocity recovery is promted by the vertical velocity components that transport the vortical
structures towards the upper part of the turbine rotor.

To provide further support for the interpretation outlined earlier, Figure 6.23 illustrates the
alterations in vortical structures within the rotor due to the presence of skewness. The distri-
bution of streamwise vorticity indicates that the trailing vortex system, originating at the lower
portion of the swept cylinder, along with the vortices generated by the lower strut, tend to shift
upward with increased flow skewness. In contrast, the upper section of the rotor displays less
pronounced vortex pairs. When lower flow skew angles are present, the spanwise vortical struc-
tures exhibit a more symmetric arrangement. However, these structures adopt an asymmetric
configuration as higher skew angles come into play.
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Figure 6.22: Near wake trend: average wake orientation angle from linear minimum least square
approx of minimum velocity locus at X/R = const planes
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Figure 6.23: TSR=3.54 at 10 and 30 deg tilt angle condition: non-dimensional, time-averaged
streamwise/spanwise vorticity, at near X/R=1.5
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Chapter 7

Conclusions and Future Work

7.1 Case of study conclusions

The flow field around the VAWTs is characterized by unsteady and turbulent motion, giving rise
to complex vortical structures that interact with the solid surfaces of the blades, the shaft, and
the struts(if considered). In fact, in the assessment of VAWT performance, multiple factors as-
sume significant roles and exhibit intricate interdependencies that collectively, albeit nonlinearly,
contribute to defining the ultimate operational capacity of the machine. As anticipated, this par-
ticular type of wind turbine exhibits significant promise for offshore applications. Consequently,
in addition to considering well-known design factors such as the shape, number of blades, aspect
ratio, solidity, viscous losses, etc., it’s important to investigate how flow skewness can impact the
operational characteristics of the turbine.

The work was focused on three different VAWTs:

1: Troposkein

The first case of study in this Ph.D. dissertation delved into an extensive computational ex-
ploration of the aerodynamic properties and energy conversion potential of a troposkein vertical
axis wind turbine. This turbine serves a dual purpose, serving as a scaled-down laboratory model
for utility machinery and a practical, real-world solution for distributed power generation within
communities. The rotor had previously undergone experimental study under carefully controlled
conditions, during which its performance and wake characteristics were measured. These mea-
surements have been employed within this work to evaluate the accuracy of the simulation model.

To address the computational challenges associated with the simulations of the flow around
this rotor, multiple mesh configurations were used for both 2D-equatorial and complete 3D mod-
els. After thorough testing, an optimal grid resolution of 32 million elements was identified.
This resolution ultimately resulted in satisfactory predictions of power coefficient and very good
outcomes in terms of wake width and deficit within the examined operational conditions, which
range from peak power coefficient to higher tip-speed ratios. An assessment of turbulence models
was also carried out, utilizing multiple wall-resolving models, including the k-ω SST model in
both its fully turbulent and low-Reynolds formulations, as well as the Spalart-Allmaras model.
The 3D results indicated that, under conditions approaching the maximum Tip-Speed Ratio
(TSR), the low-Reynolds version of the k-ω SST model showed better performance than SA,
while the opposite trend was observed near the peak efficiency condition.
The computed flow fields were utilized to analyze the aerodynamics of the rotor and its wake,
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highlighting notable distinctions compared to the established characteristics of conventional H-
shape rotors. Specifically, a substantial reduction in energy conversion capability has been ob-
served in the tip portion of the rotor blades, and the associated decrease in performance has
been quantified. The rotor wake was observed to be marginally influenced by the prominent tip
vortex, which commonly features in H-shape rotor wakes. The slanted configuration of the rotor,
on the other hand, generates upwash and downwash flows, leading to the formation of different
types of tip vortices, which are confined to specific regions near the rotor’s tip mast.

The CFD model was employed to derive design recommendations for turbines within this
category. This involved comparing the conventional slanted blade configuration (achieved by
bending a straight blade with a uniform profile) with a blade having a uniform profile across
its span (a more intricate manufacturing process). The analysis has demonstrated that the
thickening of the profile resulting from the blade bending manufacturing offers a net advantage
in the peak power condition. However, only minimal differences are observed at high load
condition. This implies that a more cost-effective manufacturing process is advisable, not only
for structural considerations but also from an aerodynamic perspective.

2: DeepWind

The second case of study has showcased numerical outcomes outcomes of the small-scale model
known as the Deepwind Demonstrator. This encompasses assessments in both its upright and
tilted conditions, along with an examination of how its performance shifts from a demonstrator
scale to a utility-scale. These discoveries have been compared and validated with results ob-
tained from wind tunnel experiments. Followed by a discussion regarding the numerical setup,
encompassing boundary extension, grid resolution, and modeling methodology, based on 2D and
3D calculations.
Specifically, the operation of the rotor in a tilted position, which corresponds to the nominal
condition for the spar-type floating structure of the DeepWind turbine, has been determined
to be less efficient compared to the standard upright rotor configuration found on fixed-bottom
towers. Calculations indicate that the aerodynamics of the rotor are adversely affected by the
tilt, and the troposkein shape of the rotor does not allow for compensation through a larger
swept area, as is the case with H-shaped rotors. An examination of performance across the span
of the rotor offers a clear insight into the functioning of each section of the turbine. It reveals
that in tilted conditions, the lower half of the rotor below the equatorial section significantly
outperforms the upper half above the midspan. This is attributed to the favorable combination
between the tilt and the inclination of the blade stacking line. This finding holds significant
implications for the development of innovative rotor configurations in the future, which could
capitalize on the asymmetric aerodynamics of the rotor during tilted operation.
In order to underscore the engineering relevance of the machine, a utility-scale model of the tur-
bine has also been simulated, in the upright standing position, to evaluate the Reynolds number
effect. The outcomes reveal an overall enhancement in the rotor’s efficiency due to a postponed
flow separation, particularly noticeable in the leeward phase of each revolution. In numerical
terms, the simulations validate the machine’s ability to achieve relatively high-performance levels,
offering valuable insights for its prospective installations.

3: H-shaped

In the third case of study, which pertains to the H-shaped VAWT operating in both upright and
tilted conditions, an extensive CFD investigation has been conducted using a high-resolution
approach based on URANS discretization. The study aimed to examine the impact of rotor tip
and strut losses under various flow conditions, including the tilted configuration with different
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angles. The CFD simulations have been meticulously configured with appropriate discretiza-
tion parameters to ensure cost-effective and dependable computational results. The CFD setup
employed in this chapter is identical to that used for the preceding cases, which has undergone
rigorous validation against experimental data.

The overall behavior has been investigated by considering the individual contributions of
distinct parts of the machine. The significance of a localized spanwise analysis becomes even
more pronounced when the turbine operates at tilted positions. The chapter presented a detailed
description of the physical issues occurring within the rotor ranging between upright and 30
degrees of inclination. The computed results highlighted the relevance of fresh air encountering
the lower part of the turbine. A different wake establishment and recovery has been described
by promoted vertical movement inside the rotor. A suction effect drives the flow upwards and
as the inclination angle increases, the wake develops with angles even larger than the value
imposed by the prescribed inclination. A comprehensive analysis of wake mitigation has been
conducted, involving the examination of the flow field generated behind the rotor. Additionally,
information regarding the mean angle of wake development has been presented, demonstrating
the advantages of employing a tilted condition in the perspective of wind farm optimization.

7.2 General observations

• The exclusive utilization of URANS in this doctoral study endures, primarily due to its
demonstrated capability to yield excellent results in comparing the flow field and wake
(Exp vs CFD), as seen for the first two cases. Despite the imperative acknowledgment
of noticeable discrepancies between computationally derived power coefficient (Cp) values
obtained through CFD and those acquired experimentally, these variations are intricately
tied to the effectiveness of the discretization methodology. While recognizing the neces-
sity to enhance simulation precision and achieve a closer alignment with experimental Cp
values, implementing Large Eddy Simulation (LES) modeling is considered a potentially
advantageous strategy, albeit one that entails a very high computational cost.

• Several relevant outcomes have been achieved during this Ph.D. work. Complex three-
dimensional fields have been thoroughly studied in detail to shed light on the physical issues
underlying the aerodynamic performance of VAWTs characterized by different designs.
Local investigation of the aerodynamic performance, possibly operated in tilted conditions,
has highlighted peculiar features of the Troposkien design that have not been commented
on in much detail, earlier: i) Larger swept areas can be penalized by adverse aerodynamic
conditions, ii) The stocking line inclination play a relevant role in tilted position mainly
in the lower part of the rotor, iii) Up to sixty percent of the total power can be gathered
by lower part of the machine. Time-averaged analysis of the near wake have shown the
presence of the vertical vortices promoted by the rotor skewness.

• In the H-shaped design vortical structures have also been found in a tilted configuration.
The structure of the near wake has been evaluated both from a qualitative point of view and
also quantified to predict its evolution. The results highlighted the relevance of fresh air in
the lower part of the machine, enhancing the harvesting capability of this rotor region. A
wake establishment and evolution have been predicted at different tilted positions and the
results obtained suggested a wake mitigation due to the suction effect inside the rotor.

Original evaluation of the blade design in the presence of skewed flow conditions finally provided
useful indications to opt to design innovative wind rotors, as reported in the next section (Future
work).
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7.3 Future work

Starting from the observations carried out on the behavior of the H-shaped rotor presented in
Chapter 6, this section aims to highlight relevant physical outcomes of the work and to exploit
possible new designs. Reference is first made to the power and torque coefficients predicted for
the H-shaped rotor at 20 degrees of inclination. For the sake of easiness, former figure 6.8 and
6.10 are reproposed herein in the following. These data results are of interest because allow to
draw considerations about a relevant operating condition of VAWTs in the presence of skewed
flows.

Figure 7.1: 3D Performance at TSR=3.54: upright in comparison to 20deg: Cp,loc, from bottom
(-100%) to top (100%) (left) and Cm±8 (right).

As discussed in the respective section, the lower portion of the machine (from -100 to 0)
experiences a notable increase in Cp with respect to the upright condition, attributable to the
dual encounter with fresh air (upwind and downwind). However, this advantage diminishes the
performance of the upper part of the machine (from 0 to +100), which is affected by tilting
(reduced relative speed) without the benefit of encountering fresh air in the downwind region.
This leads to reasoning on how to potentially retain the advantage of the lower zone while
alleviating the disadvantageous effect on the upper part.

Taking advantage of the understanding and outcomes obtained and fully described in the former
chapters, two modified H-V-shaped VAWTs have been designed and presented in the following
aiming at an improved performance level. see Figure 7.2.
First of all the baseline configuration is defined as follows:

• H: The configuration stems from the analysis presented in the H-shaped Chapter XX. Here,
the number of struts is reduced to one, and the turbine aspect ratio is increased to 1.2. This
setup allows to get indications also about the negative impact of struct on performance
under tilted conditions. A single connecting element has been used also in virtue of the
employed aspect ratio.

Two different tilted HV-rotors are considered as below reported.

• Hv1: This solution is conceived to preserve the benefit of the lower part while mitigating
the tilting effect on the upper section, particularly in the upwind region where torque pro-
duction is at its peak. It’s worth noting that in the upper part of this configuration, there
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Figure 7.2: Future work: Different H-shaped configurations

is an increase in diameter, resulting in an elevated TSR and a reduction in solidity. Addi-
tionally, there is a variation in the swept area. Therefore, the impact of these parameters
will be studied and taken into consideration. Studying these effects could provide valuable
insights for optimizing the counter-rotating solution proposed by Norwegian startup, World
Wide Wind [3].

• Hv2: This solution strikes a balance between reducing the inclination and consequently,
minimizing its effect, while ensuring a clean flow in the downwind region through the
form in the lower part of the turbine. As it appears at first glance from figure 7.2, this
configuration allows the upper rotor part to operate vertically in the upwind zone (around
90 degrees), while enabling the lower rotor part to operate vertically in the downwind zone
(around 270 degrees). This operating state shows the advantage that in the latter zone,
the lower turbine part should encounter clean flow, except for the tower’s effect.

The combined effect of fresh air, re-energization from bottom to top promoted by the joint
effect of the rotor design and tilting must be properly addressed to actually handle the design and
possibly get enhanced performance level. The new designed VAWTs, presented and discussed
in this section, are both based on the use of a single holding strut, three blades of equal length,
sharing the same airfoil profile, but featuring different blade definitions.
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Nomenclature

c blade chord [m]

eq equatorial

f frequency [s−1]

k turbulent kinetic energy [m2/s2]

AOA angle of attack

CM moment coefficient CM=M/(1/4ρ∞V 2
∞HD2) [−]

CP power coefficient CP = CMTSR [−]

D turbine diameter [m]

LR Low-Re version of the k − ω turbulence model

H turbine span [m]

M moment [Nm]

N blade number [−]

P power [W ]

RANS Reynolds Averaged Navier-Stokes

Re Reynolds number [−]

SST Shear Stress Transport

SA Spalart-Allmaras

TSR Tip Speed Ratio [−]

Tu turbulence intensity Tu=
√
2k/3/V∞ [−]

U peripheral velocity [m/s]

V absolute velocity [m/s]

HAWT horizontal-axis wind turbine

VAWT vertical-axis wind turbine
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NOMENCLATURE

FOWT floating offshore wind turbine

X streamwise coordinate [m]

Y lateral coordinate [m]

W relative velocity [m/s]

Z spanwise coordinate [m]

α angle of attack [deg]

β half wake angle [deg]

δ half wake thickness [m]

ρ air mass density [kg/m3]

σ solidity σ = Nc/D[−]

ω vorticity [1/s]

θ azimuthal angle [deg]

∞ freestream

sw swept position

up upright position

∗ non-dimensional
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