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Abstract: Deep neural networks have proven to be able to learn rich internal representations,
including for features that can also be used for different purposes than those the networks are
originally developed for. In this paper, we are interested in exploring such ability and, to this aim, we
propose a novel approach for investigating the internal behavior of networks trained for source code
processing tasks. Using a simple autoencoder trained in the reconstruction of vectors representing
programs (i.e., program embeddings), we first analyze the performance of the internal neurons in
classifying programs according to different labeling policies inspired by real programming issues,
showing that some neurons can actually detect different program properties. We then study the
dynamics of the network from an information-theoretic standpoint, namely by considering the
neurons as signaling systems and by computing the corresponding entropy. Further, we define a
way to distinguish neurons according to their behavior, to consider them as formally associated with
different abstract concepts, and through the application of nonparametric statistical tests to pairs of
neurons, we look for neurons with unique (or almost unique) associated concepts, showing that
the entropy value of a neuron is related to the rareness of its concept. Finally, we discuss how the
proposed approaches for ranking the neurons can be generalized to different domains and applied
to more sophisticated and specialized networks so as to help the research in the growing field of
explainable artificial intelligence.

Keywords: explainable AI; artificial neural networks; knowledge representation; source code analysis

1. Introduction

Research results on the use of deep learning systems show how the internal represen-
tation developed by a system during its training is of value, even for tasks different than
those it was trained for. Techniques which exploit this fact are, for example, the methods for
pretraining [1] or semisupervised learning, transfer learning [2], or internal interpretabil-
ity [3]. The research that aims at characterizing such internal representation is active for the
domains of image processing [4] and of natural language processing (NLP) [5], while fewer
results are, however, available for the domain of source code processing.

In the specific field of source code static analysis, many neural systems have been
presented (we refer the reader to [6,7] for surveys), especially for tasks related to the
software engineering domain, such as bug detection or code completion, but also for more
semantic purposes, e.g., automatic tagging or classification according to the functionality of
the code snippet being examined.

Given the importance of understanding these neural networks for source code pro-
cessing, which are becoming more and more common, we focus on examining the internal
neurons of some given learning system in order to look for those which exhibit interesting
behaviors in terms of classification performance or activation patterns.

The main goal is to define a general approach for discovering and exploiting all the
knowledge learned by a given model. For instance, one can assume to have a neural model
(trained on a main task) embedded in a code editor or in a software repository that also
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allows tapping into further parts of the internal representation developed while being
trained. To this aim, this work provides the following contributions:

• A procedure for ranking neurons according to their ability in solving arbitrary bi-
nary classification tasks. With the experiments in this direction, we show how
some neurons are able to autonomously build internal representations for different
program properties.

• An information-theoretic approach for identifying neurons which exhibit interesting
behaviours, with the aim to identify the most informative neurons in the network and
to discriminate among neurons showing different activation patterns.

• A statistical measure for comparing the arbitrary binary tasks defined by single
neurons (namely by simply establishing a threshold and by splitting the dataset
according to the activation induced by each program instance) so as to identify neurons
which recognize unique (or uncommon) concepts.

Related Work

Chasing the success achieved in a wide range of domains, such as those of images
and NLP, systems based on machine learning (ML) are becoming popular also for dealing
with source code (see, e.g., [6,7]) and, more in general, with software artifacts [8]. To
this end, the recent literature features several examples of ML models trained in solving
tasks related to the source code processing domain, including code completion [9], code
summarization [10], and classification [11]. The choice of the input representation for
feeding such models is, in general, a crucial aspect in this scope, since it is not always
effective to use the pure textual representation as in classical NLP models. To this end,
several works are focused in the design of program encodings or representations that
are able to capture different properties so as to properly convey the seized information
and to help in the solution of a specific task. An interesting approach in this direction is,
for instance, the work described in [12], where a graph-based representation for programs
derived from the abstract syntax tree (AST) is used for solving classical software engineering
tasks such as predicting the name of a variable or if a variable has been misused. A similar
idea is tackled in [13], where the authors propose a vector representation for programs,
namely a source code embedding, for solving similar tasks, e.g., for predicting the name of
a method.

Recently, besides the use of networks that need as input specific program represen-
tations, also the models commonly known as transformers [14], widely used for NLP
applications, are becoming popular in the source code processing domain [15,16]. One of
the advantages in using these kinds of networks is their flexibility: they can be trained once
on generic and big corpora of data and then fine-tuned for solving several specific tasks.

The study of the internal behavior of neural models is becoming popular, and many
research results in this direction show how the analysis of the activation patterns that a
neuron exhibits is of interest, both in terms of the internal representations it develops and
when considered only for its inherent dynamics. A recent work [17], for instance, proposes
a study of these dynamics from an information-theoretic perspective, while in the area of
image analysis an interesting approach for studying the internal representations developed
by the neurons is proposed in [4], where each neuron of an unsupervised trained network
was evaluated with respect to a given image classification task, with insightful results. More
recently, results have been obtained for evaluating single neurons for sentiment analysis
tasks [18] or in networks trained to model natural languages [5].

More recently, groups of neurons have been devised to explain the decision processes
of neural networks. For instance, concept activation vectors (CAVs) [19] have proven to
be effective to model human-understandable concepts in the internal states of a network
and have been effectively applied also in many different domains, such as that of chess [20]
and of source code analysis [21,22].
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2. Approach Description

In this section, we provide a high-level description of the approach we devised for
analyzing the internal behavior of neural networks trained on source code, with the aim to
express and reason about its dynamics in a measurable way.

We first trained a simple autoencoder (i.e., an artificial neural network trained in the
reconstruction of the input, see [23] for a complete reference) on two different source code
embeddings, and then we performed three categories of experiments:

1. Binary classification experiments, for ranking neurons considering their ability in
solving specific tasks.

2. Analysis of the relevance of the neurons for the network itself, regardless of a
given task.

3. Pairwise comparison of the neurons’ dynamics, through the adoption of
statistical techniques.

For all these experimental approaches, we first map the source code to feature vectors,
namely via a neural embedding, and then we study the internal behavior of a neural
network trained on such vectors by analyzing the activation values of the neurons on
different program instances. In the first two cases, we are interested in assigning a score to
each neuron, i.e., in ranking the neurons according to different criteria, while the aim of the
third point is to possibly define a partition for the set of neurons in order to discriminate
among different behaviors and to define an association among neurons sharing similar
patterns in terms of statistical distribution of the activation values.

In the classification experiments, the score we assign to each neuron is represented
by the accuracy obtained when used as a classifier for given binary problems, as will be
detailed in Section 4. The basic concept is to consider, for each neuron, different activation
thresholds and then to measure, for each threshold, the accuracy of the neuron in classifying
program instances from a balanced labeled sample when predicting a program to be in
class 0 if the activation yielded by that program is less than the threshold and to be in class
1 otherwise. The scoring mark for a neuron is the accuracy obtained while considering the
threshold that leads to the highest accuracy.

In the second class of experiments, the score of each neuron is instead computed
independently from any task. Similar studies, i.e., the definition of a scoring measure for
evaluating the importance of single neurons in a network, have been already investigated
in the literature [5,24]. While in the referred works the core idea is to use the correlation
between activation values of neurons in distinct but isomorphic models (i.e., retraining
on different training sets of the same model) for finding neurons that possibly capture
properties that emerge in different models, in this paper we propose a ranking based on
the concept of entropy used in information theory. The reason is that, while by means of the
correlation analysis one is able to state which neurons are the most important with respect
to the task the network is trained on, with the entropy-based measure we are proposing,
the neurons are graded with regard to the importance they have according to their behavior
in the network: since, by definition, the entropy in information theory is the average level
of information emitted by a signaling system [25], computing the entropy of single neurons
is equivalent to measuring how much each neuron is informative.

Finally, in the third class of experiments, we consider all the possible pairs of neurons
and, for each pair, we perform a nonparametric statistical test for assessing which neurons
share some activation patterns. This will also allow us, as it will be detailed and formalized
in Section 5, to study if there exists a partition of the neurons based on their entropy levels
such that (intuitively) activation patterns of the neurons belonging to the same part can
be distinguished from those of neurons belonging to the other parts. Since, as it will be
detailed in Section 5, we can associate with each neuron an arbitrary concept, being able to
distinguish among different neurons’ behaviors could be somehow comparable to detect
different concepts that are autonomously learned by the network, regardless to the original
task it is trained on.
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3. Experimental Settings

This section describes the experimental setting we adopted in order to study both
the ability of the hidden neurons of a generic neural network in building a high-level
representation for some specific source code-related features, similar to what the authors
of [4,18] did for images and natural language, and to characterize (and distinguish) the
behavior of the neurons in terms of their entropy and their activation patterns.

3.1. Network Architecture

We chose to work in the context of a simple neural model, namely an autoencoder.
Without any hyper-parameter optimization nor any in-depth study on the network design,
we implemented a simple dense autoencoder having two hidden layers in the encoder, two
symmetrical hidden layers in the decoder, and one code layer in the middle, as shown in
Figure 1. We used the ADADELTA optimizer [26] and the mean squared error as a loss
function. As the activation function for the hidden layers, we applied the Rectified Linear
Unit (ReLU), defined for all x ∈ R as max(0, x). The model is implemented using the APIs
provided by the Keras library [27].

Input:
n neurons

Output:
n neurons

neurons
10

n

neurons
3

n

neurons
3

2n

neurons
3

n

neurons
3

2n

neurons tested
as classifiers

Figure 1. Network architecture. The sizes of the layers depend to the program vector dimensions.
In all our experiments, we considered n = 300. Layers highlighted in yellow are those tested in
the experiments.

3.2. Training

For the training phase, we used the dataset also adopted in [10], which is a collection of
popular GitHub (https://github.com, accessed on 4 April 2023) Java projects that contains
over 400,000 methods, while for all the experiments, we employed a subset of the Java-med
dataset described in [28].

We performed two independent trainings of the autoencoder, using two different
source code embedding algorithms for preprocessing all the methods in the dataset and
computing the corresponding program vectors:

1. A 300-dimensional embedding obtained by simply applying the doc2vec model [29] to
the methods in the dataset using the gensim framework [30]. To avoid inconsistencies
related to formatting choices, such as the presence or absence of spaces between
operands and operators, keywords and parentheses, we applied the doc2vec model to
a pretty printed version of the methods obtained by using the Javaparser library [31].

2. The source code embedding proposed in [32], which we will refer to as ast2vec,
consists of the application of the word2vec model [33] to words and sentences derived
from the abstract syntax tree.

https://github.com
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Notice that our approach can be applied to any neural network, from the most simple,
to more sophisticated ones. In general, differently from the field of images, where the input
of the network is exactly the object being studied, more often than with images, models for
source code processing require a specific program representation as input, e.g., a numerical
vector representation (embedding) or a stream of tokens, and each representation inherently
preserves or emphasizes some program features to the detriment of others. Since in this
work we are mostly interested in proposing and evaluating the approach rather than in
studying the best input representation, the two sets of program vectors considered for our
experiments have different underlying construction ideas: doc2vec embedding is built by
applying a classical NLP technique to the pure source code, so it is not supposed to be
particularly viable in this context, while ast2vec is developed by considering both structural
(neighborhood of nodes in the AST) and lexical (identifiers chosen by the programmer)
features, and thus it is assumed to be particularly suitable and flexible for general program
comprehension applications.

We trained each autoencoder for 50 epochs using the hyper-parameters described in
Section 3.1; due to the input vector dimensions, the layers in the encoder have, respec-
tively, 300, 200, and 100 neurons, those in the decoder symmetrically have 100, 200, and
300 neurons, and the code layer has 30 neurons.

4. Experiments on Classification Tasks

For assessing the ability of the internal neurons in our networks to build internal
representations for different program properties, we first tested each neuron in being used
as a classifier for distinct binary classification problems, following the same approach of
previous works [4,18].

4.1. Problems Definition

When dealing with images and product reviews as in the referred papers, the prop-
erties according to which to classify the input objects can be easily defined could be,
for instance, the presence of particular patterns (e.g., cats or faces [4]) or positive and
negative review sentiments [18], as in classical image recognition and sentiment analysis
tasks. In the program comprehension context, however, such kinds of properties do not
directly arise from the source code, or at least they are not immediately evident for a human
being reading it. Therefore, we first defined different labeling policies for classification so
as to capture properties having different natures:

• The first one, designed using the control flow graph (CFG) [34], addresses the syntac-
tical structure of a method in terms of its structural complexity.

• The second one relies on the method’s identifiers chosen by the programmers in order
to target a task related to the functionality of a method.

• The third one is related to its I/O relationship, that is the relation between the input
parameters and the returned object of a method.

• The last one is a random labeling strategy used as a baseline.

In the following, we formally describe these labeling policies with full details:

Structural Labeling Policy

We consider the cyclomatic complexity [35] of a program, defined starting from its CFG
G having n vertices, e edges, and p connected components as:

V(G) = e− n + p (1)

Dealing with Java methods, such metric can be easily calculated by counting 1 point
for the beginning of the method, 1 point for each conditional construct and for each case or
default block in a switch-case statement, 1 point for each iterative structure, and 1 point
for each Boolean condition. Starting from this software metric, we define the problem as
follows, for a given parameter c:
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Problem 1. Let M be a set of Java methods, let c ∈ N, and let hc : M → {0, 1} be a binary
classification rule for the methods. We define, for each m ∈ M:

hc(m) =

{
0 if V(Gm) < c
1 otherwise

(2)

Identifiers-Based Labeling Policy

For the definition of the semantic labeling strategy, we adopted the same assumption
that Allamanis et al. [10] and Alon et al. [36] made in their works, namely that the name a
programmer gives to a method can be somehow considered as a summary of the method’s
operations, meaning that the name of a method shall provide some semantic information on
the method itself. Starting from this premise, we define this semantic labeling considering
the presence or absence of specific patterns, from a given set T, in the method name:

Problem 2. Let M be a set of methods, let N = {labm : m ∈ M} be the set of the names of the
methods in M, and let T be a set of patterns. We write r ≤ s if r and s are strings and r is a
substring of s. Let hT : M → {0, 1} be a binary classification rule for the methods. We define,
for each m ∈ M:

hT(m) =

{
1 if ∃t ∈ T : t ≤ labm

0 otherwise
(3)

I/O-Based Labeling Policy

The idea beyond this kind of labeling is that the relation between the input and
the output of a program can suggest something about the functionality of a program.
For example, a program that takes an array of integers as input, and that returns another
array of integers, could possibly be a program that fulfills some kind of sorting or filtering
operations, while a program that requires as input an array, no matter its type, and that
returns an object of the same type, can possibly represent some kind of search operation.

For the definition of this class of binary problems, we only consider a subset of all the
possible I/O relations, namely the presence or the absence of an array among the input
arguments and whether the returned object is an array or a single element. For easing the
discussion, we adopt the following binary notation to describe such possible relations:

00: many to many
01: many to one
10: one to many
11: one to one

Following this notation, this labeling strategy can be formalized as follows:

Problem 3. Let M be a set of non-void methods, each having at least one input argument. Let
L = {00, 01, 10, 11} be the set of possible labels for each m ∈ M. We remark that it exists a function
l : M→ L that assigns a label to each method. Let P(L) be the power set of L. Let hP : M→ {0, 1}
be a binary classification rule. We define, for each m ∈ M and for a given P ∈ P(L):

hP(m) =

{
1 if l(m) ∈ P
0 otherwise

(4)

Random Labeling Policy

We finally define a baseline labeling strategy for assessing our results by comparing
them with the results obtained while solving an arbitrary task whose results should be only
noise. We simply consider a random split of the methods:
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Problem 4. Let L be a randomly shuffled list of methods, and let mi ∈ L be the method having
index i. Given a threshold n ∈ N and let hn : L → {0, 1} be a binary classification function, we
define, for each mi ∈ L:

hn(mi) =

{
1 if i ≤ n
0 otherwise

(5)

4.2. Classification

We tested the performance of the hidden neurons in classifying methods according
to different instances of the classes of problems described in the previous section. To this
aim, we considered all the neurons in the code layer and in the two hidden layers in the
decoder, as shown in Figure 1, and we tested their classification accuracy by considering
the activation produced by a neuron for each method given as input. The reason why
we tested only the decoding neurons lies in the nature of an autoencoder: in the encoder
layers a progressive dimensionality reduction (and thus a compression of information) is
performed, and this (likely) means that in the middle code layer only relevant features
are encoded. Since in the decoder layers the dimension is symmetrically increased for
reconstructing the input, we decided to test only those neurons since they are expected
to hold more relevant features. We remark that the same approach have been proposed,
with promising results, for images [4] and for natural language [18], but it is new, to the
best of our knowledge, for source code processing applications.

In detail, for each of the selected neurons, we considered as possible thresholds 10
equally spaced values among the minimum and the maximum activation value of that
neuron for methods in the training set. For each activation threshold, we computed the
classification accuracy of the neuron on a given problem instance by considering, in a
precomputed balanced sample of the test set, the activation value of the neuron for that
method and by predicting the method to be in class 0 or in class 1 if the activation value is
less or greater than the threshold, respectively.

This process, formally described in the algorithm outlined in Algorithm 1, gives us a
procedure for ranking neurons according to a task: we assign to each neuron its highest
accuracy score. Table 1 shows the accuracies obtained by the best neuron for the considered
problem instances, while the complete results obtained with the classification experiments
will be discussed with further details in Section 6.

Table 1. Best accuracy score for each of the problems defined in Section 4.

Class Instance doc2vec ast2vec

Random none 54% 52%
Structural c = 10 81% 84%
Semantic T = {test} 63% 71%
Semantic T = {daemon} 70% 68%
I/O {00} vs. {01, 10, 11} 64% 65%
I/O {00, 10} vs. {01, 11} 59% 64%
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Algorithm 1 Algorithm for finding the best neuron in classifying programs on binary
problems. The accuracy is computed by considering two balanced classes, each having at
least 300 examples.

1: bestAcc← 0 . accuracy of the best neuron
2: for all neuron N do
3: A← activation values of N
4: T ← activation thresholds . 10 evenly spaced thresholds between 0 and max a ∈ A
5: bestN ← 0 . best accuracy for N
6: for all t ∈ T do
7: pred← empty list . list of predictions
8: for all a ∈ A do
9: if a ≤ t then

10: append 0 to pred
11: else
12: append 1 to pred
13: end if
14: end for
15: if ACCURACY(pred) ≥ bestN then
16: bestN ← ACCURACY(pred) . update best accuracy of N
17: end if
18: end for
19: if bestN ≥ bestAcc then
20: bestAcc← bestN . update best neuron
21: bestNeuron← N
22: end if
23: end for

5. Scoring Neurons Independently of any Task

In the previous section, we described our experiments for evaluating the ability of
individual neurons in solving specific classification problems or, in other words, in rec-
ognizing predetermined program properties. In the following, we propose a scoring
measure for neurons based on the concept of entropy used in information theory. Further,
we use the Mann–Whitney U statistical test for comparing the behavior of two neurons,
assessing whether they share similar activation patterns and thus whether they are able to
approximately detect the same concept.

5.1. Entropy and Single Neurons

The method we propose for evaluating the importance of each neuron in the network is
based on the information-theoretic concept of entropy [25]. As we will discuss in Section 6,
the experiments performed for assessing the results obtained with this scoring approach
proved the effectiveness of this ranking, since it can discriminate among neurons which
exhibit very simple activation patterns (i.e., active on only very few instances and therefore
with low entropy), from more elaborate ones (i.e., those having varied activation values on
many instances, corresponding to medium or high entropy).

The baseline idea behind this approach is that each neuron can be seen as a signaling
system whose symbols are its activation values. Formally, in information theory, the entropy
is defined as the average information obtained from a signaling system S which can output
q different symbols s1, . . . , sq with probability pi = P(si):

H(S) =
i≤q

∑
i=0

pi log
1
pi

(6)

Dealing with activation values, whose domain is continuous over R+
0 , we constructed

a discretization of that space by considering a set R = {r1, . . . , r1000} of 1000 evenly spaced
intervals between 0 and the maximum activation value reached by a neuron for the vectors
in the training set, and we considered those intervals as the possible symbols of the neurons’
alphabet. More precisely, for each neuron N we computed the activation values yielded on
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a random sample of 10,000 vectors, and we determined the number of occurrences of each
symbol by counting the activation values yielded in each interval ri. We then considered
the set RN ⊆ R of the occurring symbols in the neuron N and for each ri ∈ RN we derived
its occurring probability pi using a softmax function over the set of countings. Then, we
assigned to each neuron a score defined as the entropy computed over the set PN =

⋃
pi,

where each pi is the probability associated to the symbol ri in RN , as described by the
algorithm reported in Algorithm 2.

Algorithm 2 Algorithm for computing the entropy of each neuron.
1: R← list of intervals
2: for all neuron N do
3: M← random sample of 10000 methods
4: V ← activations of N for each m ∈ M
5: SCORE_NEURON(N, R, V)
6: end for
7:
8: procedure SCORE_NEURON(N, R, V)
9: C ← empty list

10: for all r ∈ R do
11: c← number of v ∈ V such that v ∈ r
12: append c to C
13: end for
14: remove all the 0s from C
15: P← SOFTMAX(C)
16: return −∑pi∈P pi log pi
17: end procedure

5.2. Pairwise Neuron Comparison

We now provide further considerations on how entropy distinguishes neurons. The main
insight is that it is always is possible to associate, to each neuron, a concept by simply looking
at the instances that produces the highest activation values for that neuron. In other words,
the concept corresponds to the binary classification task obtained by fixing an activation
threshold and then by predicting the instances as satisfying that concept if the yielded
activation value is higher than the threshold. Given this premise, we can define an heuristic
procedure for measuring the similarity of the concepts defined by two neurons, by applying
the Mann-Whitney U test in the following way:

1. Choose two neurons Nref and Ncf , representing the neuron that defines the concept
and the neuron to compare it to, respectively.

2. Considering the neuron Nref , for each program instance mi ∈ M = {m1, . . . , mn}, com-
pute the set of activation values A = {a1, . . . , an} and create the list L = 〈m1, a1〉, . . . ,
〈mn, an〉, sorted according to ai.

3. After splitting the sorted list L in three equally sized parts, generate the sets M0 and
M1 by grouping the instances from the first and last of those parts, respectively.

4. Select two equally sized random samples of instances from M0 and M1 and compute
the corresponding two sets C0 and C1 of activation values for Ncf .

5. Perform the Mann-Whitney U test on the sets of values C0 and C1, with alternative
hypothesis that the distribution underlying the first set is stochastically less than the
distribution underlying the second one.

Notice that, in our procedure, the threshold is represented by a range of values instead
of a single point. The reason is to make the definition of the binary classification problem
more robust, since we are removing the points in the middle that could likely give rise
to confusion.

As it will be discussed in Section 6, by applying this procedure to all the possible
pairs of neurons we are able to assess that different entropy values correspond to different
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behaviors in terms of recognized concepts. Further, we show how the replicability of the
concepts defined by the neurons varies when comparing neurons belonging to different
entropy ranges.

6. Results Discussion

In this section, we introduce the results obtained with our experiments. We first
analyze the performance of the neurons while solving different instances of the classifi-
cation tasks described in Section 4, in the second part we look at the neurons from the
information theoretic standpoint discussed in Section 5, while in the third part we com-
pare pairs of neurons and we show how different entropy intervals clearly characterize
specific behaviors.

6.1. Task-Based Experiments

A summary of the results obtained in the classification experiments is reported in
Table 1. We considered different instances for the classification problems described in
Section 4, and we evaluated the classification accuracy of each neuron. As can be seen in
Figure 2, where we reported the accuracy distributions for some of the considered problem
instances, for each problem most of the neurons reach an accuracy level between 0.5 and
0.55, while only a few neurons are indeed able to reach higher accuracies. This evidence is
already interesting by itself since it means that single neurons perform differently when
tested on a given task and also that some neurons are actually able to detect source-
code-related properties. The accuracy varies a lot when considering different problem
and different embeddings, but this is probably due to the features that are naturally
seized by the vectors. Indeed, in our experiments this is confirmed by the good results
obtained for the structural task with the ast2vec embedding (first diagram in Figure 2).
Finally, the experiments on the baseline random problem confirm the validity of our results
showing how the performance of the neurons on a randomly defined problem is far from
being comparable to the one obtained on all the other tasks, hence good performances are
not emerging by chance.

[0.4
5, 0

.5)

[0.5
, 0.5

5)

[0.5
5, 0

.6)

[0.6
, 0.6

5)

[0.6
5, 0

.7)

[0.7
, 0.7

5)

[0.7
5, 0

.8)

[0.8
, 0.8

5)

[0.8
5, 0

.9)

Accuracy

0

20

40

60

80

100

120

140

# 
ne
ur
on
s

Accuracy distribution for problem:
complexity

ast2vec
doc2vec

[0.4
5, 0

.5)

[0.5
, 0.5

5)

[0.5
5, 0

.6)

[0.6
, 0.6

5)

[0.6
5, 0

.7)

[0.7
, 0.7

5)

[0.7
5, 0

.8)

[0.8
, 0.8

5)

[0.8
5, 0

.9)

Accuracy

0

25

50

75

100

125

150

175

200

# 
ne
ur
on
s

Accuracy distribution for problem:
 semantic {test}

ast2vec
doc2vec

[0.4
5, 0

.5)

[0.5
, 0.5

5)

[0.5
5, 0

.6)

[0.6
, 0.6

5)

[0.6
5, 0

.7)

[0.7
, 0.7

5)

[0.7
5, 0

.8)

[0.8
, 0.8

5)

[0.8
5, 0

.9)

Accuracy

0

50

100

150

200

# 
ne

ur
on

s

Accuracy distribution for problem:
 I/O {00} vs {01, 10, 11}

ast2vec
doc2vec

[0.4
5, 0

.5)

[0.5
, 0.5

5)

[0.5
5, 0

.6)

[0.6
, 0.6

5)

[0.6
5, 0

.7)

[0.7
, 0.7

5)

[0.7
5, 0

.8)

[0.8
, 0.8

5)

[0.8
5, 0

.9)

Accuracy

0

50

100

150

200

250

300

# 
ne

ur
on

s

Accuracy distribution for problem:
 random

ast2vec
doc2vec

Figure 2. Classification accuracies reached by the neurons on different problem instances (see
Section 4).
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6.2. Task-Independent Experiments

We can start from the original goal of information theoretic entropy: it measures the
average level of information of a source given its outcome. In our setting, each neuron
can be considered a source of symbols, when we interpret its possible activation values as
explained in Section 5.1.

Our measure of entropy allows us to distinguish (internal) neurons with respect to
the variety of the activation values they output for each instance presented to the network.
Eventually, each neuron’s behavior in terms of output activation values is defined by the
training process and, when considering internal neurons, also by its connectivity to the rest
of the network.

Here we perform experiments aimed at showing how such a measure can be used
to identify neurons that can be used to perform some interesting classifications of input
instances. Previously, we identified interesting neurons by first specifying some classifica-
tion problem, and then by measuring the performance of each neuron on it. Differently,
the interest here is to specify what can characterize interesting classifications so as to look
for corresponding behaviors among the internal neurons.

In this work, we firstly chose to understand how the behavior of neurons varies with
different entropy values, and when operating on two different ways of embedding source
code input instances.

To this aim, we first plotted the distribution of entropy values among the neurons of
the autoencoder’s section highlighted in Figure 1. The resulting distributions, in Figure 3,
are qualitatively similar under both doc2vec and ast2vec embeddings, with a bimodal
profile characterized by a peak of occurrences for very low values of entropy and an area of
normally distributed frequencies for higher entropy values.
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Figure 3. Distribution of the neurons’ entropies in the ast2vec (left) and doc2vec (right) models.
Vertical dashed lines separate the three classes of neurons described in Section 6.2.

Therefore, three classes of neurons having different entropy values can be roughly
distinguished:

1. A big number of neurons (notice that the figure is in a logarithmic scale) having an
entropy equals or very close to 0. These neurons are of no interest in this context since
they are neurons that (almost) never activate. They could only be used for pruning the
network in order to optimize the architecture, but it is out of the focus of this work.

2. Another big class of neurons having normally distributed high entropy values. Those
neurons reach an high score since their activation values are distributed over a wide
range. In addition, the probabilities of the occurring activation values to be in distinct
intervals are relatively similar: this leads to an high score in terms of information
theory.

3. A smaller set of neurons whose values are higher than 0 but that are out of the normal
distribution of the majority of the values. The corresponding activation values are
those between the dashed bars plotted in Figure 3. As it will be clear by the discussion
in Section 6, those neurons are peculiar since they produce an activation higher than 0
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only for a significant amount of vectors (i.e., >10%), while in all the other cases their
activation is equal to 0.

For two neurons, one with low entropy and one with high entropy, we plotted their
activation values for a set of input instances in Figure 4 (left). More related to our entropy
measure, we show in the same Figure 4 (right) the distribution of symbols, defined on
intervals of activation values, for the same two neurons.
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Figure 4. Activations of neurons having different entropies. In both the images, the purple line refers
to a neuron having a low entropy score H = 1.06, while the orange line represents a neuron with
an high entropy H = 5.19. The left figure is a simple plot of the sorted activation values for the two
neurons, while the left figure reports the distribution of the activation values.

Moreover, even if in this analysis we consider the two embeddings systems as black
boxes, the outcomes of these experiments, as presented by the data in Figure 3, are revealing
something about how the ensembles of neurons of the two autoencoders are trained, with
the two different vector datasets. The autoencoders eventually achieve their goals in
different ways, with respect to the set of behaviors learned by their neurons. For ast2vec,
Figure 3 tells us that only about half of the neurons have high entropy (above 3), while
the others have a null or very small entropy value. It appears that the autoencoder is
able to reconstruct the input with little contribution from many of its neurons. Instead,
the autoencoder operating on the doc2vec instances eventually computes its output from
the collective working of neurons with more diverse behavior in terms of their entropy, and
with a smaller percentage of neurons with entropy of 0 or close to 0. The different training
outcomes associated with the different datasets suggest further analysis of the datasets and
of their distributional structures.

6.3. Pairwise Neuron Comparison Experiments

When exploring what neurons are representing, we experimented with the comparing
measure introduced in Section 5. We take two neurons, Nref and Ncf , and we assign to
the first a reference role, and the second one will be compared to it in terms of how they
can classify input instances. Preliminary findings show that experiments with ast2vec and
doc2vec produce very similar results, and for this reason, all the following discussion is
made by considering only the neurons in the ast2vec autoencoder.

As stated in Section 5.2, activations of a neuron on instances define its classifying
behavior, and thus we will compare two neurons in terms of how a neuron can approximate
the classification of another. For instance, looking at Figure 5 (right), we can see how a
chosen neuron Ncf activates on negative instances (set M0, bars in red) or positive (set
M1, bars in blue) for neuron Nref . In this case, it appears that we can find a threshold on
activation values good to classify most of the instances in the same way as the chosen Nref .

Finally, we can see that in general such a threshold could be found when the medians
of the two distributions, one from the activation values of Ncf on M0 and the other from its
activations on M1, are separated, and we assess this with Mann–Whitney U test on those
pairs of distributions.
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Figure 5. Activations of two high-entropy reference neurons, one compared against a low-entropy
neuron (left) and one against a high-entropy neuron (right), both in the role of Ncf . Colors of bars
correspond to the classes M0 and M1 defined by the reference neuron Nre f .

We remark that the results we will outline shortly still stay valid when considering the
alternative hypothesis of having the first distribution stochastically greater than the second
one. In fact, this would mean that instances producing a high activation level on the first
neuron tend to produce a low activation level on the second one and vice versa. Therefore,
in this case the binary classification produced by the first neuron could be approximated by
the opposite of the classification produced by the second one.

Overall, we explored the reproducibility of a given classification, the one from a
neuron Nref by a second neuron Ncf , on every pair of neurons from the autoencoder section
previously considered. Now we present the results and the insights of these experiments.

The first evidence is that there is a correlation between entropy of the two neurons we
compare as described above. In Figure 6, we picture the success ratio of the test according to
the entropy of the neurons being compared. When both the reference and the comparison
neurons have high entropy, the Mann–Whitney U test favors the less hypothesis, with p < α
where α = 0.01 is the considered significance level.

[0, 1) [1, 2) [2, 3) [3, 4) [4, 5) >= 5
Href

[0, 1)

[1, 2)

[2, 3)

[3, 4)

>= 4

Hc
fr

Ratio of succeded tests for neurons in different entropy intervals

Figure 6. Ratio of successful Mann–Whitney U tests while comparing neurons belonging to different
entropy ranges. When tests succeed the classification behavior of neuron Nref can be approximated
by defining a threshold on the activation levels of neuron Ncf .

For instance, we show in Figure 5 the details of two comparisons, one (left) where
we compare a neuron with low entropy to a neuron with high entropy and another (right)
where we compare two neurons having high entropy. The bars represent the distribution
of the activation values for the instances in the two classes M0 and M1 defined by Nre f .
Specifically, the colors of the bars are associated with the classification of instances of Nre f ,
while their position and height represent the activation levels produced by Nc f on the same
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instances. The two distributions on which the Mann–Whitney U test are performed are the
activation values of the Nc f for instances associated to the two sets M0 and M1, respectively.
In the first plot (left), we report the comparison of two neurons over which the test fails;
that is, it is not possible to distinguish among the two distributions, and thus it is probable
that the two medians are not one less than the other. We read this as evidence that no
threshold is good enough to separate red and blue bars, while in the other one (right), this
can be accomplished with some approximation.

Putting Things Together

The two measures we introduced, the entropy of each neuron and the similarity check
between two neurons based on Mann–Whitney U test, are aimed at looking for (internal)
neurons which can recognize interesting concepts. Therefore, we finally check how those
measures apply on neurons which performed well in one of the specific tasks we presented
in the previous section.

We took the neurons having accuracy above 0.8 on the task of estimating the cyclomatic
complexity of source code. The evidence we gathered show that:

• Over the total 330 neurons, there are 39 under ast2vec embedding and only 1 for
doc2vec,

• They all have entropy greater than 3.
• Some of the other neurons having high entropy perform badly on the task.
• Choosing a neuron performing well on the task, its comparison to low entropy neurons

always fails (see Figure 7 left), and the outcome of its comparison to medium or
high entropy neurons can be related to how good their accuracy is on the task (see
Figure 7 right).

With our entropy measure and our comparison based on Mann–Whithey U test, we
could first select and then group neurons which could be considered to be representative of
specific learned concepts. In general, neurons having high entropy exhibit behaviors that
appear to be the most interesting, and they can be compared, with respect to the concepts
they can recognize, to neurons toward which our test succeeds.
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Figure 7. For the cyclomatic complexity classification, we show the outcome of our comparison
between the best neuron in the task and two neurons not performing the same, with the first having
low entropy (left) and the second one having high entropy (right).

7. Conclusions and Further Directions

This work aims at analyzing the dynamics of the internal parts of a neural network
and at extracting knowledge from there. We approached this for a specific application
domain, that of source code analysis, where what can be considered interesting knowledge
cannot be defined as easily as when, for instance, recognizing objects in the natural domain
of images.

Our approach is twofold. In the first part, we evaluate the performance of neurons
belonging to an independently trained network when using them as classifiers for tasks
related to properties of source code snippets. We then define when, in the same network,
a neuron has a dynamics deemed interesting according to information-theoretic or statistical
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measures. We applied our methods to a simple autoencoder whose input was obtained
from source code by using two different embeddings, one that just considers the linear
sequence of words in the program lines (i.e., as if dealing with natural language) and
another that also takes into account the formal parsing of the given programming language.
We are able to show that:

• Several internal neurons perform well on tasks related to syntactic properties of code,
such as its cyclomatic complexity, a common software engineering metric.

• The two embeddings we used performed differently when considering different tasks.
• Neurons can be algorithmically selected based on the richness of their activation

dynamics.
• All the neurons that perform well on known tasks also reach high scores with our

entropy measure.
• By choosing appropriate thresholds on activation values, in order to classify instances,

neurons with high entropy are able to approximate each other’s behavior.

Notice that the autoencoder operates on a “transformed” version of the source code
(namely the program vectors), and thus the results obtained, which result from the infor-
mation given by the data after the embedding process, are affected not only by the neural
model under analysis but also by the chosen neural embedder.

Further work will be to apply our methods to explore the behavior of internal neurons
of more sophisticated networks. For instance, recent works show how neural transformer
models can be fruitfully used for source code [15,16]. The techniques we introduced could
be employed to look for neurons which perform well on known tasks, even if belonging to
a network trained while keeping in mind other goals. However, it would also be interesting
to analyze how neurons classify with respect to the richness of their activation patterns
and to group them by similarity, as allowed by our information-theoretic measures. Finally,
we could study how to associate human-understandable concepts with the discovered
internal activation patterns, similarly to what other authors did in the field of image
understanding [19]. We expect that the more the neural model is structured and powerful,
the more the measures we are introducing can prove their effectiveness in studying the
internal representations and the developed knowledge of neural systems.
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