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1 Introduction: the rules of price in the marketing

Price is, together with product, placement and tion, one of the four basic “P” of the

marketing. The Policies of price are one of thenmasues that the management has to
handle with in the administration of the enterpasel it is connected to almost all the main
administration phases of the firm. In fact, prioéshe products or of the services provided
from the firm are connected with the main factonsl @haracteristics that determine the

success of the firm itself (Figure 1.1).

Price Policies

gdfninist;/ation o\f\the fir}r\

LN N T

Contribution | Profitabilityl Perceptive Competitive | Vulnerability || |
margins positioning relations
(products /

brand /
services)

Figure 1.1- Importance of price policies in the administrataf the firm.

First of all, the contribution margins are directgrrelated with the prices, but also the
profitability depends from the prices we give tor quoducts/services. The price is also
important to define the perceptive positioning lo¢ ffirm, in terms of products’ images,

brand strength, ratio cost/quality of provided s=#%, and so on. This means that the price

is fundamental to define not only the direct reatiwith the consumer, but also the



competitive relations with the competitors in tiederence market: changing the price we
can change the balances of a specific market, gimore strength to our products and/or
making them more desirable for our customers. We icaprove the image of the
product/service or, more in general, of the firmngay a competitive advantage on the
competitors and a better evaluation by the custem&fe can give a certain aspect to the
image of the products, if we are interested toreateo conquer a specific sector of the
market; moreover, managing the price we can inlystiggest to the customer an idea of
the product’s or service’s quality level; and so on

But the price is also a delicate instrument ofrttenagement, seen that a wrong action on it

could improve the vulnerability of the firm.

1.1 Dimensions of analysis

Costabile (2003) analyzed different modelsbout price and identified three main
dimensions of analysis: economic-organizational aigion, competitive dimension,
relation with the customer (demand side) dimenskach of these dimensions will be

analyzed in the following paragraphs (respectivély,1, 1.1.2, 1.1.3).

1.1.1 Economic-organizational dimension

Caru and Cugini (2000) in particular identified fimst aspect of the price: the price is the
main instrument that management can use to deterthencost and the value of a product,
of a service or of a brand for the final consunk@om this point of view it is necessary to
consider two main aspects:
» The cost's variables: they are variables indicatig different costs and
investments that the firm has to sustain to prodbheeproduct or to provide the

service to an intermediate or to the final cust@ner

! These models were studied by Monroe (2002), Sith®89), Valdani (1989), Busacca, Costabile andriPasi
(1993), Nagle and Holden (1995), Dolan and Sim®&96), Krishnamurthi (2001).



* The differential of cost: it can determine the fisnfor the product’s) competitive

position in relation to the competitors whose aréhie same market.

Thanks to these two kinds of variables, the managéman identify a price’s lower limit:
under this limit there is destruction of the firnvalue, and the firm is not able to sustain its
production activity, because it's not remunerative.

From an economic and a programmatic/organizatiqp@iht of view, the price is
strategically important, because it's the main afale to define the present and future
investments on a product, service or brand. If t@nagement wants to make more
investments on a specific product, it's possiblentoease the price of the same product, or,
in other cases, to make the price of another lieategic product higher (for example when
we don’t want to influence the sales of the produetwant to invest on). So, from the
organizational point of view, the price is relevant only to cover the production costs, but
also to plan the sources of the resources thafitimewants to invest in the future. But
sometimes the price could be turned under the 'ctestsl for a certain time; this can
happen, for example, if the firm wants to fight tietrance of a competitor in the same
market.

The result of the management’s action on the grama the economic-organizational point
of view is the definition of the selling price; shprice could be seen directly related to the
economical results of the firm’s administration. fact, the final global results of these
actions on the prices of the products and senaceshe generation of the firm’s outcomes
and the creation of value (not only in terms offs revenue, but also, indirectly, in terms

of brand image).

1.1.2 Competitive dimension

Valdani (1989, 1995) underlined the competitive elsion of the price. The price’s
definition, from this point of view, is related tthe comparative evaluation of the
competitors’ price policies.

Two different aspects of this dimension can be dircs:



» Static approachif the price is seen from the cost’s structurepof view (as seen
in par. 1.1.1), then it is very important, firstlyo define the incidence of the
different kinds of cost (production costs, indireosts of production, promotion’s
costs, ...) on the total cost of the product/serypic®/ided by the firm. But we have
also to take into consideration the behavior of @mpetitors about the prices. So
the selling price cannot be fixed without considgrthe competitors’ prices. From
this point of view the profit margins on the prothiservices provided by the firm
assume a relevant role, seen that they are the w@@nate margins for the
managemert.

» Dynamic approachthe prices and the profit margins have alwaybdcevaluated
and planned having into our mind the competitivaaiyics of the market and the
always evolving comparison with the competitorsisTrheans that prices have to be
decided taking into consideration not only the aktgituation of the market and of
the prices’ system, but also trying to forecastghbssible future evolutions. Ad hoc
promotions, offensive and defensive manoeuvreshenselling price and other
kinds of operation on the price’s lever in a long perspective can be fundamental
to determine the success or the failure of the.fiMore in general, from the
dynamic point of view, is also useful to observel atudy the historical price’s
movements of a specific product, of a more genesaégory, or of a specific
market. This study can have the objective, for gdamto forecast hypothetical

future evolutions of the products’ appeal on thetomers.

If, as a result of the study of the economic-orgatonal dimension (par. 1.1.1), we can
consider the definition of the price’s lower limthe results of the competitive point of
view is the definition of an upper limit. Over thisit the price causes losses of firm’s
competitiveness, because the price is bigger tharetonomic value perceived from the
customer. For this reason the competitors wouldalkeurite and/or the customers would

probably abdicate to buy our product/service.

2 We are underlying the importance of the varigitefit margin because it will be the main variable that will
be studied in the following of this project.
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The result of this price’s strategies, from a cotitipe point of view, is, again, the
definition of the selling price; nevertheless thise the selling price is not seen as the
creation of the business value (like in par. 1,1bli it's seen as the value offered to the

customer.

1.1.3 Relation with the demand

The third dimension of the price’s study is relatedhe relation with the demand. From
this point of view the rule of the customer is thain aspect to take into consideration: in
fact the customer, with its evaluation of the clhteastics of the product (price included)
and with its behavior, gives the final significararel value to the product/service produced
or provided by the firm. This evaluation can be resged in different ways: with the
decision of buying the goddwith the post-purchase evaluaffpand with the dynamic
relation between the different operators whosératiee market (Costabile, 2003).

The result of the study of this last aspect is dieéinition of a selling price comprised
between the two limits already defined in par.lldnd 1.1.2. Into this space of manoeuvre
(and using sustainable differentials of prices)e timanagement can handle to plan
competitive strategies and to understand whichhis better way to fight with the
competitors.

The final results of these actions on the pricetlaeefirm’s share of market, the choice of

the price, the results of administration and tHerfive or defensive behavior of the firm.

Three last considerations can be done, starting fitte conclusive remarks of Costabile
(2003):

* From the interaction of the economic-organizatiofpsr. 1.1.1) and competitive

(1.1.2) points of view, the competitive manoeuvbased on the price’s definition

are defined. The results are the more or less igigeld vulnerability of the firm

% The purchase decision is studied, in particutatdstabile (1992) and Romani (2000).
* This aspect is discussed in Busacca (1994) anthbites(1996).
® For more details, see Costabile (2001).
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and the relative weakness or strength of its prisdservices. These two aspects are
also useful to plan the future defensive rathen tféensive plans of the firm.

* From the interaction between the economic-orgaioizat (par. 1.1.1) and relation
with the customers (1.1.3) points of view, the ngemaent manoeuvre’s margins
are underlined together with the value’s attribotio the product/service by the
customet and the following behavior of the customer itgelécision of purchase,
customer satisfaction, customer loyalty, and so on)

* The relations with the competitors (1.1.2) and wilib demand (1.1.3) define the
manoeuvre’s margins of the management in the fiedihition of the price: the
price has not to be too high to loose in terms ompetitiveness with the
competitor’s one, nor has to overtake the valuebated by the consumer. From
this point of view two fundamental variables are #asticity of the demand to the

price and the degree of differentiation of the picidservice.

The three relations are underlined in Figure 1.2.

Economical-

Manoeuvre 1) Economic-organizational organizational
margins for dimension manoeuvre
offensive/ margins and
defensive purposeg 4 sustainabilit
and impact on the
firm’'s
A 4
Value
of the
product/service

2) Competitive 3) Relation with the demand
dimension

dimension \
Manoeuvre margins on price and

influence on the firm's competitive

Figure 1.2— Interrelations between the three dimensionsicgf analysisgource: Costabile, 2003

® This evaluation is basically based on the ratiggattributed value; Costabile (2003).
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1.1.4 The fourth dimension and the profit margin ratios

To the previous dimensions of analysis, we canadifferent one, that considers the price
from a different point of view. We can call thisipbof view a “decompositive approach”.
In fact, if the main objective of the dimensiondranluced in the previous part of this
chapter was the definition of the price that a pitservice will have in a specific market,
this fourth approach is based on the decompositidhe selling price in its components.
Each of these components are related to a spemafit of the process that brings the
product from the earliest stage of production te fimal consumer; these costs include
material’'s costs, workmanship, transformation andheo production costs,

commercialization’s costs, costs of the persorared, so on.

But in this research we are interested, particylarh the
Purchase price
{or Production

price)

profit margin, that is computed as the differenedwzen

selling priceandpurchase pricdor production price .
We already told that this component is very impuirt

study, interpret, understand and try to modify diygamics ]

of the market, the market’s shares, the succeagpobduct Drofi

Elzrgin

or of an enterprise. Moreover, from what was toldhe
previous paragraphs (1.1 and 1.1.2 in particuiar3, clear

that the profit margin is the main lever for therketing

strategies. In fact, acting on the profit margirisone or
Selling
Price

more product of the firm, the management can:

» Define the actual competitive strategies (defensive

. Figure 1.3- Profit margin: from
or aggressive);

_ _ ) purchase to selling price.
» Effect promotions or discounts on the prices;
» Forecast the future evolution of the prices/prafirgins in a specific market or

sector;

" With production pricewe mean the total costs that a firm has to sustaiing the production phase of a
good or of a service, before this last would beiptd a market. We usually speakmfrchase priceéf a firm
purchases and resells a product or a service thensubject (as happens for wholesalers, for el@mphe
selling priceis the price at which the product or the servigesdld to the final consumer or to another
intermediary.

13



* Plan the future attitude of the firm versus the petitor, and the probable reaction
to their actions;

* Plan the future investments of the firm and tharmss politics.

From all this is understandable how is importankrnow the actual level and the probable
evolution of the profit margins along the time, hvieference to a specific product, rather
than to a specific market or to a more generalosethis study, in fact, is not only useful

for the management to fix the final price of a prodservice but is also useful for States
and public institutions to eventually plan helps tbe enterprises or their fiscal and
economical politics.

The importance of profit margin is particularly eeant if we refer to the services’ sector

and, in particular, to the wholesale sector, th#itbe the main object of our analysis.

1.2 The management’s cognitive requirements

All the dimensions introduced in the previous paaph$ are of fundamental importance
for the management of a firm to scheme and efteategic plans.

If we think, in particular, to the prices’ defiroth and control, the cognitive requirements of
the management already underlined in the previaus @f this chapter are two: the
knowledge of the competitive dynamics of the masded the freedom degree of action.
Regarding the first point (the knowledge of the pefitive dynamics of a specific market),
it involves, for the management, the study and dbmprehension of the cognitive and
behavioural dynamics of the market of referenceh weference to the customers, to the
competitors and to the suppliers, and the dynamixserved between these same three
subjects. The knowledge of the competitors, inipadr, assumes a big relevance. It
involves the knowledge of the direct competitord ai their strategies on one hand, and
the knowledge of the specific market (or of a mgeaeral level) on the other hand. This

8 The economic-organizational (paragraph 1.1.1)ctimapetitive (1.1.2), the relation with the demghd..3)
and the “decompositive” vision (1.1.4).

14



knowledge is made through the study of the valu¢hefproducts (as they are actually
perceived by the consumers), of the factors whasterohine the perceptions, of the
interactions and relations between price’s poli@asone hand and product’s policies on
the other one, of the price’s policies in comparito the behavioural dynamics of the
competitors (in terms of actions and also in tewhgeactions), and so on. The direct
consequence of this deepen studies are firm’'segiaplans and actions for the future,
focalized on facing the competitors with operatstgategies, keeping always in mind the
customer satisfaction.

This first aspect (the knowledge of the competitdygmamics of the market) is strictly
related to the second one, the freedom degreetwinaaf the management in the prices’
definition. From this point of view it's necessdxy define the level of selling price, it is
useful to control its variation across the timed ao on. For all these purposes it's evident
the importance of the study of the profit margiredevance and evolutions. And that's why
we need to apply an analysis of the different canepts of the price and, in particular, of
the profit margins.

The Figure 1.4 shows, in the field we introducefblee our specific interest’s area.

Prices’ Knowledge

{and knowledge of the main components
of the prices)

Of a specific sector Of a global market
Static Dynamic Static Dynamic
(lfevel) (variation) (level) (variation)

Figure 1.4— The main object of this research (underlinedrayy

From the study of the prices and of their compasiene can get a better knowledge of our

market/sector of activity. This can be done takingp consideration, above all, the
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dynamics evolution of both prices and their compd®i@cross time. In our research we are
interested in the study of prices in the servicesttor (and, in particular, in the
wholesalers’ field). We are interested, in parteuin the study of a variation; this means
that we use a dynamic approach: the change is aMalwsing a ratio between the data at
two times. The variable object of study is the miagportant and influenceable (by the

management) component of the prices: the profigmar

1.3 Methodological issues

The management’s cognitive requirements introduicedhe previous paragraph (1.2)
require some solutions to approach to two main auslogical and implementation’s
challenges: the methodology that is used to meabear@rices’ variation across time and
some solutions to improve the quality level of tlata.

The two topics are introduced, respectively, irgeaphs 1.3.1 and 1.3.2.

1.3.1 First statistical solution: the price indexes

When we are studying the behaviour of prices adioss we face with two different kinds

of problems: the first one is how to measure thieegt variation along the time, and the
second one is how to synthesize the collectedatadat prices.

To solve the first problem there is a specificistadal solution, that is the computation of
price indexes (they will be shortly introduced erpl.3.1.1).

As methodological aspect we have to face the pnobten how to synthesize the

product/service prices and weight them. A widelgdisolution to measure the variation of
a group of prices across the time is synthesizuegitusing the Laspeyres index (it will be
introduced in par. 1.3.1.2).
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1.3.1.1 The price indexes

A price indeX computes the relative variation between two déffertimes or two different
spatial contexts, considering economical phenortikeaprices, quantities, volumes.

If we want to measure the variation between twoetinisayt and 0) of the price of a

specific product, we can use the simple index fdamu

o, =%moo
where:

* X is the price of the product at timéthe timet is also called reference or actual
time;t=1, 2, ...);

* X, is the price of the product at tifigthe time0 is also called base time),
+ I, is the price index that expresses the percentagatn of the price observed

between the base time and the reference/actual time

We have to underline that this kind of index isxed-base index, because the base time
doesn’t change across time.
Nevertheless, there is another version of the simptiex calledmoving basein this
version the base time varies constantly, from timéme. The most common version of the
moving base index is the following:
o1, =100

Xt—l
As shown in this last version of the formula, tresé time is the time directly antecedent
the reference/actual time. If the prices are mgndlata, for example, this index measures
the percentage change of the price of the consida@duct month by month.
If we are working with monthly data, the followingrsion is particularly useful if we want
to exclude the seasonal effect in the variatiothefprice:

_ X
| =—-[100.
X

° For more details about price indexes, see Pre@ei6).
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This index compares the price of the actual timeith the price observed 12 months
before.

The price indexes have some common propertiesntalie them very useful and easy to
interpret.

» they measure a relative variation;

» they are always positive;

» they are pure (without a unit of measurement addpendent from that).

A price index can be easily interpreted, usingfthlewing rules:

« If ,1,>100, in the timet, in comparison with the time O, there is a positiv
variation in the price of the considered produatado: (, !, —~100)%.

* If ,1, =100, in the timet, compared with the time 0, there isn't any vaoatin the
price of the considered product.
« If ,I,<100, going from time O to time&, a negative variation in the price of the

considered product is observed; this variationinspercentage terms, equal to:
(41, —100%.

For example, if we have an average price of a icepi@ducti equal to 25.5 $ in 2004 and
an actual average price (referred to 2009, samaupt®) of 14.5 $, the relative variation
between the two years, measured with a simple praex with fixed base, is:

O|t:%moo =

X 145%
sood 2000 = 2222 [100= 5 5 100= 056861100=5636.

2004

This means that in 5 years there was a negativeepege variation of the price of -
43.14%, in fact:

(5686-100/% = - 4314%.
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1.3.1.2 The Laspeyres index

If the simple price index is useful to measure\thgation of the price of a single item; to
measure the variation of the prices of a groupaafdg or service$ other kind of complex
indexes are suggested by the literature.

For the computation of these indexes is very ingrdrto taking into consideration the
economic weights of the different products/servieesse are in the considered group. One
way to do this is using, as a weighting system viflaes of the considered products in the
two compared times.

On this last principle is based the constructiothef most common complex indexes, used
to measure a synthesis of the change observed oa thman one product between two
times. They are the Laspeyres index, the Paasdes Bnd the Fisher index.

The Paasche index needs the computation of thewaluall the products in the actual time
and in the base time (it's a kind of moving basgek). This could be not easily done,
because often we have data about prices of allugted but not about the exchanged
guantities.

The Fisher index is a synthesis of the PaaschelsLaspeyres’ index, so it requests the
previous computation of both the other indexes.

The most widely used index is the Laspeyres ifdékis a fixed-base index, so it needs
only the knowledge of the values (quantities andegs) of the observed group of products
in the base time 0. This means that is less exparei compute and that data are not so

difficult to retrieve.
The Laspeyres index of prices between tirendt (SIIL) uses, as weights, the values of

the considered products at time O:

hZ; nP [Pon o Z h Penlo
- h=

PIL = h Po — _h=1
0't n n
D 0Porle X nPonGo
h=1 h=1
where;

9 These goods or services can also be of a difféedt
1 See also Laspeyres (1884).
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* P isthe price of th&" product b= 1, 2, ...,n) at the actual time

* . P, isthe price of thé™ product b = 1, 2, ...,n) at the base time;

* .0, is the quantity of the™ product b = 1, 2, ...,n) at the base time;
* Py, is the value of thé™ product b = 1, 2, ...,n) at the base time;

* nis the number of considered products.

The Laspeyres index can be seen (first part offtheaula) as an arithmetic weighted
average of simple price indexesroproducts (or services). The weights of the avesage

the values of tha products/services observed at base g, q,) >

The Laspeyres index can also be seen (last tethedbrmula) as the average of the prices
of the two times weighted with the quantities af thase time.

From the way the index is computed, we can nofiee first two characteristics of the
index: it has a fixed base and the weighting systeatso fixed in time 0 too.

The index measures the relative variation acrose tof the cost of the group of
goods/services, fixed in base time. It measureydnation of prices, while the quantities
are considered constant.

Nevertheless it's possible to give a second ingtgpion, because the index represents the
ratio of the virtual aggregate at tirh¢once the quantities are fixed: they are the gtiesit

of time 0) on the real aggregate value observeithatO.

The Laspeyres index, despite is widely used, isanp¢rfect index. The main defect is that
from time to time the index tends to loose its espntativeness, because the exchanged
guantities of the different goods/services varymifréime to time (we can talk about
“attrition” of the index). A solution to this prafan could be the use of Laspeyres index
with variable weights.

The Laspeyres index used in this project to meathe@ehanges across time of the profit
margin ratios is a particular version of the Laspsyindex that will be introduced in
chapter 5 (par. 5.2.3).

2h=1,2,...n
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1.3.2 Second statistical solutions: the data quality impovement

In the beginning of paragraph 1.3 a second issug wmaoduced, that is the quality
improvement of collected data. This is a commorilehge we have to handle with when
we are working on surveys of any kind.

The main aspects we had to face along the first plithis project were three: the
generation of simulated data, the testing of thetrefficient sampling method and the test
of strategy to handle with the general problemateel to the presence of missing data and

of outliers value. These three aspects will betghortroduced in the following.

1. We had to find an efficient system of data generatihis necessity was due to the

data quality improvement process. In fact the detaded to be deeply studied to
solve issues related to the presence of outliedsnaissing values. Moreover the
number of collected data was considered not entmudpning ahead the first testing
phase of the methodology (that should have a menergl impact). We had also to
consider the confidentiality issues about not alyeeeleased data. For all this
reason it was not possible to work with originallected data; but it was extremely
important also to go on with the simulation anaytiat was done while it was
waiting for the final version of the dataset. If then, understandable how was
important to genre a simulated population that Wwdié as close as possible to the
observed data, to go on with the project as sogmoasible. In this way the results
would be ready (and useful) not only once the oeh would be available and
released, but also for other waves of the samesgwwfor other projects. Therefore
the fact of working with simulated data while werevevaiting for the final version
of the dataset didn’t affect the right sequencthefoperations, but was finalized to
make the testing process in a faster way and tonget generally valid results.

2. We intended to test the more efficient samplinghoét using simulated data we

can test the relative efficiency of used samplingthond in comparison to other
available methods to understand if it's possiblémprove the quality of collected

data optimizing the data collection methodology.
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3. The third aspect regards specifically the soluttdrsome common problems we
face when we are working with survey’'s data. The twain problems are the

presence of outlier values and of missing dataface these challenges an efficient

and reliable system of outlier detection on onedhamd the application of
imputation methodology on the other hand are extgmseful. Our research is
particularly focused on this last aspect: we wartirtd an efficient way to impute
the missing data. Moreover the test of imputatiethods would be also useful to
understand the impact of the biggest units on tineey’s estimates. The imputation
methods will be introduced in this firs part of twverk (par. 6.2, 6.2.3 and 6.2.4),
and the deepened study of the imputation strategyhe collected data will be

developed in further researches (see also chaptand 7).

1.4 Conclusions about the aim of this research

If we want to study the prices’ data and, in patac, how prices of a specific sector
change along time, we have to face with some melbgttal issues and we have to
answer to some interesting questions. We needutty,sin particular, the way to improve
the data quality and how to measure the chandeeqgbrices along the time.

The questions that this work originated broughstiady some other methodological issues
related firstly to find an efficient data generatiand selection method and, then, to test the
application of imputation methods.

In this thesis the first part of the research Ww#l explained and the second part will be
introduced.

In particular, in chapter 3 the simulated data gatien process is presented; the different
kinds of simulated distributions are tested, togetlith some sample selection method
(and PPS method in particular) in chapter 4. Théhauology for the computation of the
index is presented in chapter 5. The imputationhodtlogy and the main imputation

methods are introduced in chapter 6.
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This research project took place during a work tatr$tatistics CanadaThe project’s
objective was to address various methodologicallaiges associated with price indices.

Among these are: sampling methods determinationrapdtation.

For that purpose, simulated data were derived fiteenpreliminary wholesale price index
survey data. This survey has been developeérmes Divisionof Statistics Canada in
2006. The structure, the main characteristics dedaim of the wholesale price index

survey will be introduced in the following chapger

| was also involved in a study of the preliminaollected data, after the first wave of this
survey (started in 2006 with the first data collet) from January the 30 2008 to March
the 7", 2008 and from June th822008 to September the'262008.

The project took place in the Statistics Canad#ises situated in the R.H. Coat building,
100 Tunney’'s Pasture Driveway, Ottawa, Ontario @cla). | worked within thé8SMD
(Business Survey Methods Divisioteam directed by Sylvie Gauthier, under the

supervision of Zdenek Patak.

The views expressed in this thesis are those cddli@or and do not necessarily reflect the
official position of Statistics Canada. Al the paial and hypothetical remaining errors and

oversights are those of the author.
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2 Data collection: the Statistics Canada’s Wholesalgurvey

2.1 Price indexes in Canada

The first experiences in producing price indexesth® Canadian economy were in the
second part of the ¥7century with theWholesale Price IndeXWPI, 1967) and the
Industrial Producer Price IndePPI)*3. Only in 1913 was computed the fiGbnsumer
Price Index(CPI)**.

The services’ sector is a quite new field of stuolyt its importance grew very fast in the
last years. This is clear if we think that in 196& employees of services in Canada was
55% of total employees (and represented the 57@&0#"°), while in 2003 the employees
in the services in Canada covered the 75% of th&ing force and the 68% of tf@PD. *°

This fast increasing importance of the servicegestgd to measure the change of prices in
the services’ producer area using the price indereghodology. For this reason Statistics
Canada proposed, in 2004, to measure the changasces through the computation of
price indexes of 83 business service commoditigarceng the Service Producer’s area.
The final goal is the computation, using the d#far indexes, of an overall Service
Producer Price Index (SPPI), that would be a syittibeeasure of the change of the prices
of the producers in the services’ sector. This xndél be presented in the following par.
2.2.

13 patak and Rais (2005).

4 For more details, se@he Consumer Price Index reference p&&095).
!5 TheGross Domestic Product

18 Source: Patak and Rais (2005).
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2.2 The SPPI (Service Producer Price Index)

The SPPI was developed by Statistics Canada gfdrom 2004. The index belongs to the
PPI (Producer Price Indexes) faniily

The target population of the SPPI project is maglalbthe business industries operating in
Canada in the sector of services.

The aim of the SPPI is to measure the change,rmst@f added value, of the services
across time."Value added can be defined as the value of outpess the value of
intermediate inputs used to produce those outp(Rsitak and Rais, 2005).

This change is measured in terms of ratio: the @i®pn between an actual time and the
base time is done through a ratio (this happense nmogeneral, for all the price indexes;
see chapter 1).

The final index has the function not only“tteflate nominal measures of goods or services
to obtain measures of quantity in the servicest@edut is also useful for government’s
departments and private companigtkat] use price indexes for policy and economic
decision-making’(Patak and Rais, 2005).

The SPPI index is furthermore an indispensableungnt to measure inflation and its
evolution, a deflator useful to convert the NatiloAacount and the added value of each
industry (splitting the price and volume compongaisd to index-link the legal contracts.
This brings also to get better indicator of produtt and of the growth of the economy,
and it’s useful to underline past and present econtrends.

The index is computed every year. The detail’'sllefehe monthly index is the 5 NAICS
(North American Industry Classification Methodsyits'®.

The data collected are also useful to estimatetiana index for the whole considered
industry; this last index could be useful to measprices movements in the Canadian
economy, especially about important industry andmodity groups.

The results can be used to develop estimates ptitsuand valuation of imports.

" For more details about the PPl methodology, thathée foundation of the SPPI methodology, see the
“Producer Price Index Manual{International Monetary Fund, 2004).
18 For more detailed information about the NAICS gauke par 3.1.1.
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For the computation of the SPPI some of the mgeiesentative industries within the 83
classified by the National Account are selected: this selection, parameters like the
following are considered: complexity, relevancentabution to the services’ industry,
coverage of the subsidiary services.
The SPPI project pertains to nine specific aread,the most recent group of industries for
which an index was planned to be produced®are

* The wholesale services,

* The retall services,

* The for-hire trucking,

* The property and casualty (P&C) insurance.

These services are all part of the PPI, so they hmany elements in common (from

methodology to data source, from users to distiooudf the outputs, and so on...).

This research project was based on simulated dateed from the wholesale price index
survey. This sector comprises establishments primarily e¢eda in wholesaling

merchandise and providing related logistics, marigetand support services. The
wholesaling process is generally an intermediatp sh the distribution of merchandise;
many wholesalers are therefore organized to seltch@ndise in large quantities to
retailers, and business and institutional cliert®wever, some wholesalers, in particular
those that supply non-consumer capital goods, reelichandise in single units to final

users (source:http:/stds.statcan.gc.ca/naics-scian/2007/cs-gcasp ?criteria=41°

19 Source: Patak and Rais (2005).
20 «This sector recognizes two main types of wholesaliat are wholesale merchants and wholesale tagen
and brokers.

1. Wholesale Merchants. Wholesale merchants buy and sell merchandis@é&nawn account, that is,
they take title to the goods they sell. They gdhlyeoperate from warehouse or office locations and
they may ship from their own inventory or arrange the shipment of goods directly from the
supplier to the client. In addition to the salegafods, they may provide, or arrange for the pravisi
of logistics, marketing and support services, sukh packaging and labelling, inventory
management, shipping, handling of warranty clainsstore or co-op promotions, and product
training. Dealers of machinery and equipment, sashdealers of farm machinery and heavy-duty
trucks, also fall within this category. Wholesaleerohants are known by a variety of trade
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So the wholesaling activity consists in buying aetling of goods on one’s own account or
in engaging in the buying and/or selling goods advbg others on a commission or fee
basis.

The wholesale is an economic area studied throhghwholesale surveyThe main

characteristics of this survey will be introducadhe next paragraph (par. 2.3).

2.3 The characteristics of the wholesale survey

The wholesale survey was developed by Price Dinisimom Statistics Canada and
implemented for the first time in 2006. The aimtioé wholesale survey is the computation
of the monthly SPPI index for each group of the lgkale services indusfly

The wholesale survey, in particular, regards wradedpusinesses in the motor vehicle,
building supplies and machinery and equipment tgadeps. Secondary activities included
in wholesale services are: breaking of bulk (thedgoare purchased in large lots and resold
in smaller quantities), warehousing (i.e. holdimgioventory), inventory management (that
include actions like receiving, unpacking, checkisgrting, organizing, pricing, storing
and tracking materials), shipping, in-store or @ojqmomotions (that means marketing
strategies to motivate and encourage the end carswading by marketing via a retailer

or to encourage retailers to order products carpigdvholesaler), handling of warranty

designations depending on their relationship witlp@iers or customers, or the distribution method
they employ. Examples include wholesale merchavtislesale distributors, drop shippers, rack-
jobbers, import-export merchants, buying groups,aleleowned cooperatives and banner
wholesalers. The first eight subsectors of whokedahde comprise wholesale merchants. The
grouping of these establishments into industry gsoand industries is based on the merchandise
line or lines supplied by the wholesaler.

2. Wholesale Agents and Brokers. Wholesale agents and brokers buy and sell medikarowned by
others on a fee or commission basis. They do et tidle to the goods they buy or sell, and they
generally operate at or from an office location. dMsale agents and brokers are known by a
variety of trade designations including import-ekp@gents, wholesale commission agents,
wholesale brokers, and manufacturer's represergatand agents.”

Source: http://stds.statcan.gc.ca/naics-scian/2007/cs-gcasp?criteria=41 For more information about
industries’ classification, see also the Statisiemada’s web sitevww.statcan.gc.ca
2L For further information about the SPPI and the Wéale Price Survey, see also Barzyk (2008).
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claims, product training or training of sales stafharketing services, repair and
maintenance, leasing and renting and other aetbi

The target population is composed by most of theites classified with a NAICS code
between 411 and 419 at 5-digit |¥el

The frame used for the selection of the sampleé8usiness Registaf Canad'. This is

an excellent source because is the most complgteofi businesses available. It also
contains the main variables useful to describe daskify the frame’s units (stratification
and size variables). The BR is updated for deatits l@rths and other classification
variables (like: industries, activity or classifilcan, size measure and so on); it is updated at
least once a year, but many units are updated fmegeently. The BR is maintained and
updated by theBRD (Business Register Divisiprof Statistics Canada. To update the
information contained in the database also taxrdscand other administrative sources are
often used.

The frame is stratified by industry line using tHAICS code or, sometimes, by province.

The data useful to compute indexes are collectemlighh a survey based on a two-stage
sample: the first stage (see par. 2.3.1) is focosethe selection of the business units (also
called establishmerfd, the second stage (see par. 2.3.2) is basedecsethction of items
belonging to each business unit selected in teedtage.

The wholesale is a panel survey: the same grogstablishments and the same group of

products are followed along the subsequent wavéseddurvey.

22 Source: wholesale price report questionnaire.

% see Appendix 3.1 for the list of targeted NAIC®r Further information about the standard clasatfim
structure in the Wholesale Price Survey, see atsayk (2008).

4 For more information about the BR, see: Bérardle{2005), Castonguay et al. (2000), Colledge 7).98
Cuthill (1990), Gagneé (2004).

% «Establishment is the level at which the accoumtitata required to measure production is available
(principal inputs, revenues, salaries and wagd®. &stablishment, as a statistical unit, is defaethe most
homogeneous unit of production for which the bussnenaintains accounting records from which it is
possible to assemble all the data elements requoecompile the full structure of the gross value o
production (total sales or shipments, and inveag)rithe cost of materials and services, and labodr
capital used in production” (sourdetp://www.statcan.gc.ca/concepts/definitions/esttbl-eng.htrh
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The survey is conducted every three months threaughper questionnaire (introduced in
par. 2.3.3): the collected data are the priceb@three previous months, and the results are

organized by quarters (four quarters).

2.3.1 First stage (PSU)

In the first stage, thBrimary Survey Unit§PSU) are selected. As PSU, the Business Units
are considered, and for wholesale SPPI they ardifdel with establishments.
The PSU units are selected with a PPS (ProbaPBitityportional to Size) sampling selection
method: the units of the frame have a probabilitypeing selected proportional to their
sizé®. This means that larger units have a higher pitibalof being included in the
sample; this is done because they are considerkdvi® a bigger influence in determining
the prices’ movements; these units are usuallyded for a long time in the sample, once
selected; the smaller units, on the other handyldhioe re-sampled at a frequency that is
usually suggested by industry turnover and by tkecgived response burden of the
respondent units themselves.
The variable considered to define the size of & ignihe annual revenue observed in the
previous yedr.
If the predefined sampling method is the PPS, ribelss sometimes cut-off sampling is
preferred; this means that there is a selectioth@flargest units of the target population,
whose represent a fixed percentage of some popnlsize variabl&g,
The units of the population, by an iterative precese classified in three secondary size
strata: TN, TA, TS.

1. TN (Take Nongunits: the smallest units in terms of contribatio the revenue of

the primary stratus. They are removed from the $armefore the computation of

the probabilities of inclusion.

% For more details about the Probability ProporticimaSize sample selection methods, see Kish (1965,
1987), and Sarndal et al. (1992).

2" 1n our case the survey was carried out in 2008hsaevenue data are referred to 2005.

% This kind of sampling is preferred when the disition of a size variable is highly skewed and wets

to obtain a predefined coverage of some size measua variable strictly related to the estimate ave
interested in.
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2. TS(Take Someunits: they have a probability of inclusion I¢san one.
3. TA(Take Al) units: they have a probability of inclusion eqaafgreater than 1.

For the selection of the sample, a random nurngbeith a uniform distribution between 0
and 1 is generated for each unit. Tiffeunit of the frame population is selected if the
probability of inclusiornyr; is greater thaw;.

To compute theris, an auxiliary variable closely correlated with the variable of interest
and known for all the units of the sample is coesed. This variable is the size of each unit
in terms of revenue; for this reason the units vétharger size have usually a larger
probability of inclusion.

For example, ifi is the expected sample size anis the revenue of th& establishment:
7T =n E—ﬁ

X
where:

e X :ZN:x,. and

i=1

* Nis the total number of units of the frame populati

Considering the kind of selection method, the sangiten is a random number (and it

cannot be planned in advance): this could be censita problem.

The sample selection scheme was developed by tMDBSvision of Statistics Canaéfa
For the selection of the first-stage’s units intjgatar, the BSMD uses the SPS (Sequential
Poisson Samplir) method. This sampling selection method belondsedPS’s family.

% The methodologists might be involved in variousaar of a SPPI survey (source: Statistics Canadatls w
site, www.statcan.gc.ga
» the construction of the frame (identifying the srif interest);
» the choice of the most appropriate sample desigeefdh on the goals of the survey, on the expected
precision and timeliness);
» the identification of patterns in the collected ajatvith the development of cross-sectional and
longitudinal edits finalized to reduce the numbgouatliers and with an analytical module that helps
to choose the longitudinal or the cross-sectiongr@ach (the latter could be useful to build
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The TA units are easily identified if the Poissoanpling is used, given that it makes
possible to identify units with a probability oflsetion greater than®1 These last, called
natural-take all units, should be inserted in @n@gsle for sure. In the survey about business
is often useful to have natural TA, in the sampiecause they are usually more
representative than the others.

Nevertheless, the final group of TA units is notyomade of the natural TA. In fact, the

probability of inclusion of the units withr >  after the first selection is set to 1 and, in the

second step of selection, the probability of inidasof the other units(ni') is adjusted to

respect the following condition:

E(n3)=n=i2rri'.

After the adjustment, we can get more units witprabability inclusion equal or bigger
than 1 (that is, we get more TA units): these uaitsadded to the group of natural-take all
units. This is an iterative process that continuasl no more units with a probability
inclusion equal or bigger than 1 are fodd.

One advantage of the Poisson Sampling is thatuhemplicated and of easy application
and has the implicit definition of the TA units. rFthis reason the variance could be

inflated, even if a fixed sample size is guaranteed

confidence region to monitor and adjust data ferghesence of observation falling outside of it and
to improve the overall data quality);
» the detection and the manual or automatic corneafdurther outliers;
« the manual intervention to treat the non-conformaigservations that increase the variability of
estimates;
« the imputation’s studies: an imputation method h®ase between several options of imputing
schemes (for example cross-sectional or longitudimgutation);
« the computation of imputation’s variance (a reldvgunality measure of the different imputation
methods);
 the development of an estimation module to compatepecific variance formulation with
benchmarking and calibration measures whose aweuaksful for further research.
%0 For more information about Sequential Poisson $iampsee: Ohlsson (1990, 1998).
31 This usually happens when:

m=ngt
X

See Sarndal et al. (1992) for details.
32 There are other kind of TA selection methods; ligiroglou (1986) and Lavallee and Hidiroglou (1988
for details.
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Similarly to what we have seen for PPS methodsu&atpl Poisson sampling computes
the inclusion probabilityr of thei™ unit as a function of the relative contributionsmme
auxiliary variablex (usually the annual revenue of the unit). Thearalom numbery) is
generated for each unit of the frame population.

A function considering bothr and g is used to generate another random num§gr.(To

select the units of the sample thanits with the smallesf are selected.

The absence of an existing index required to useeficient of variation to determine the

appropriate sample size of units whose had to besherted. Nevertheless, due the 2006’s
one was the first run of the survey, it was neagsta determine the sample size as a
function of availability resources. In the followrwaves of the survey, the data collected

during this first implementation of the survey aseful to determine the sample size.

The sample is also allocated across trade groupg tise revenue as measure of the size.
The choice to have only one stratification varialsbes taken to avoid the risk to have (with
much more strata) a small number of units for edicdtum. In particular it was used &n
optimal allocation based on the stratum revenu@naauxiliary variable; this last variable
is considered a good indicator of the level ofuefice that a given stratum has on the
national index. The disadvantage of this methoth& sometimes-optimal allocation
allocates more sampling units to the stratum thennumber of population units in the
same stratuff. Based on a minimum sample and on cost's critefiallocation is
computed by minimizing stratum and overall variandBut other two aspects are to be
taken into consideration determining the numbeurfs in each stratum: the attrition in
response for each stratum and the sufficient reptaton by the units belonging to a

stratum (for this reason sometimes a re-adjustmsaergcessary).

ne;
p

33‘5:

3 In these cases an adjustment for over-allocatias applied, according to Cochran (1977).
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Once selected, the sample coming from the BR isogierally compared, to test its
coherence and to address response burden, withotinesponding activity (or revenue)
survey conducted by Distributive Trades DivisiorStétistics Canada.

Actually the targeted sample size is of about 3,@8tablishments and there is a minimum
of 40 sample units allocated for each NAICS. Thighheventually be refined, based on
future needs.

The expected response rate of the survey is 8(igher.

2.3.2 Second stage (SSU)

The second-stage unitSé€condary Survey Unity SSU are goods/services selected from
the ones produced/provided and sold by the busunass selected at the first stage. This is
also a fixed basket of goods (panel survey).

At this level, a sampling proportional to size séten method would request the
knowledge of all the sales of each establishmgmtsluct. However, these data are usually
unknown and difficult to collect, because their Wiedge requires a use of extensive
resources and a big amount of time. Moreover agitiby selection of the products is
almost impossible, seen the unavailability of ahaastive list of all goods sold by all the
selected establishments.

For these reasons, the selection of the SSU islb@sa cut-off approach. This means that
a judgmental sample is made. In fact, the respdeder asked to report in a questionnaire
the prices of three products. In particular, theqw of the three most representative items,
in terms of sales, of every business unit are oeske(that is the prices of the three best
selling products). This is done because the threstnsold products are considered
representative of the general movements of theepriom a month to the other one, in a
specific sectd?.

There are no proofs that three products only amyreepresentative of all the universe of

establishment’s products, but this number was chats® thinking that a small sample size

% The number of selected items for each unit vafiesn a SPPI survey to the other one, considefiieg t
response burden and the survey’s costs.
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would not represent a problem in term of responseldn. However, the presence of a
judgmental sample means also that we cannot estithatvariance neither the bias of the
computed index. Some discussion and studies abbet second stage’'s sample

representativeness is actually in progress.

2.3.3 The questionnaire

The questionnaire to collect data was tested ferfitist times in October and November,
2005. The questionnaire, self filled, is proposedrterly to the selected PSU sample.

The objective of the survey is to collect data onmanthly base about prices of
representative products and services transactioom this point of view, a price could be
intended as both a representation of the completianservice or a proxy measure for the
completed transaction. The respondent involvedhénsurvey has to fill this questionnaire
with the prices object of study.

The monthly data are collected on a quarterly baisis means that three month’s data are
collected in the same questionnaire.

The observed prices’ movements must reflect theageeof all transactions happened over
the months considered in the questionnaire. Farrgmson, the respondent is requested to
continue reporting, each quarter, about the seleateducts, and to replace one (or more)

of them if it (ore they) become obsolete.

The first part of the questionnaire asks some métion about the establishment (legal

name, business name, contact, address and so on).

In the second part, some information about thebéstament activity (i.e. the description of

wholesaling service) are collected; furthermore risspondent have to choose a list of the

38 For more details see the QAF (Quality AssessmemEwork) (vww.statcan.gc.da
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three products that are considered most representat its business, considering the

amount of salé$ in the past fiscal year.

In the third part of the questionnaire, some infation about the prices of the last three
months and about each of the three selected pductquested:
» if the product is imported (and at what percentagel),
» the average selling and purchase prices (dollarsupg for each month of the
considered quarte¥)
* the possible reason for price’s change (the respanchn choose between “change
in supplier”, “change in product”, “change in sewioffered”, “inflation” or can

specify other reasons of the change).

The main collected data used for the elaborationthefindex are purchase and selling
prices of each selected service/product (SSU) lamgbtoducts’ characteristics (specifically

for those products whose are changed from a morttietfollowing one).

The respondent could be furthermore contactedltoweup the participation to the survey
or to clarify the reason of a change, if needed.ni3ans of a combination of mail and
telephone contacts (or follow-up), some other imfation about the chosen products, their
description, characteristics and specificationsadge obtained. The collection of these last
kinds of data is essential to monitoring servicggcifications connected with the service’s
price. This also allows the comparison of the abéld prices month by month (the quality
and quantity of the products considered must besainge over time). After this contact the
price registered may be adjusted for the obseruetity change of the product. This
operation has to be done every time is necessarfiact prices collected must always be

representative of the current period productiorer&fore, if there are new products or new

37|.e. the volume of dollars sold.

38 Both the selling and the acquisition price aremaked as strictly real transaction prices or, astleequal to
the transaction price. More in the details, botlcgs are intended as an average of monthly priberefore
the recorded price reflects an average of actaaktictions and incorporates the prices of all featfound in
an actual transaction. The prices collected shbeldalso not lagged, that is representative of treent
month.
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product’s futures, there should be a necessarytisutimn of products (of the items become
obsolete) or an update of the models, finalizeceflect the recent changes. The self filled

worksheet is considered useful for the respondentstiate a new item into the index.

In the last part of the questionnaire a certifmatof the respondent is requested: he/she has
also to provide information about the name andcthacts of a person from which further
information can be obtained. Finally the respondienasked about the time spent to
complete the questionnaire and if he/she wantsdeive the next quarter’s questionnaire in

a pre-filled version.

The detailed version of the questionnaire is ablaon the Statistics Canada website:
http://www.statcan.gc.ca/imdb-bmdi/instrument/51Q6_V1-eng.pdf®

2.4 First phases of analysis and state of the art

The collected preliminary data was provided from Brice Division of Statistics Canada.
The original dataset contains data of the 2006 edadé survey. The total number of
surveyed units is 42,081.

The BSMD (Business Survey Methods Division) prodidee following datasets: the frame
dataset (used for the selection of the sample)syetem of weights, and a dataset about the
detailed status of every sampled unit.

The first phase of the analysis was the integrabbrithe different datasets. The total
number of analyzed variables is 124. Some re-itaratof the analysis of all the variables
were made to check for inconsistencies or othees# the preliminary collected data: the
main challenges were some incoherencies, the preseh some missing values, the
presence of outliers (identifiable with the implertagion of various outliers’ detection

methods).

% The questionnaire is also available in Appendix 2.
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The first step of this study was the generatioraddimulated population based on the

preliminary data, that will be discussed in thédaing chapter (chap. 3).

The preliminary collected data are being reviewgdhe Price Division. The first release is

expected during 2009.

Generally speaking, the research’s project is vetgresting, from the methodological
point of view, because this work, even if it's maate a simulated population, can give a
strong contribution to the optimization of the grimdexes’ computation. In fact, some of
the conclusions we proposed to gain, should beuliset only to be implemented in the
computation of other kind of indexes, but, morg@meral, they can be applied also to other

fields of research.
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3 Simulated data generation: the generation process

The main goal of the project is to apply the diferimputation methods to the preliminary
data collected by the wholesale survey, to undedsteghich method is more appropriate.
One of the most relevant questions is the influeridbe frame’s biggest units.

The variable object of study is the profit margatio.

We define the “profit margin” in the following way:

PM},i =Sp},i_Pp},i

where:

. sp},i is the selling price observed in the monhtn thej™ enterprisej(= 1, 2, ....n)

for thei™ product { = 1, 2, 3);
« "pj, is the analogue purchase price observed in thee saomth for the same

enterprisg and product;

All prices are computed as monthly average of aetisn prices.

The profit margin ratio,R}yi, is the ratio of the profit margin computed fosgecific timet

on the analogue profit margin computed for the jonevtime {-1):
. _ PM;,
R.= Y
Il

This last variable is very important because theepindex’s computation is based on the
profit margin ratios computed for each observedipob of each establishment unit.

In the wholesale sample, for each establishmeastptites about three different products
considered in each quarter are registered.
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In our analysis we hypothesize that each produahisidependent product, and not linked
to a specific establishment. Also it was decideddmot consider the sequence of the profit
margin ratios along the different reference monfliss means that the 3 months of data in
the first quarter are combined and consideredeg\iiere one group of different units (that
is as they were data about a single month). Ifef@ample, we would have to manage with
three different establishment only, we have tha @diiout 3 product registered in each of
the four quarter of the year. The total number mitsuis 36 (3 products * 4 quarters * 3
establishments), that in the working dataset arsidered as independent units. This was
decided to have enough units for each cell. Inagmimion, the presence, in each cell, of the
same product observed in different times will nidé&t the validity of the study, but could
give more strong confirmation to the distributidintloe variable object of study in the cell
itself.

Before collapsing together all the data (indepetigdrom the time of observation), their
seasonal connotation was studied to check if s@asamality in the profit margins could
be found in the first year of observation (2006)r this reason the mean of price relatives
were studied. In this paper detailed results of gitiase of the analysis are not presented.
Nevertheless, the most relevant conclusion is ttatdifferent seasonality patterns of the
profit margin ratios are mainly related to the gaty of the considered products and,
secondarily, to the size of the establishment. T\as considered a suggestion useful to

choose the variables used to define the workinig.cel

Considering the limited preliminary data availabtehe time of this project, it was decided
to work with simulated data. In fact:

» The preliminary data are being reviewed by the ériDivision, due to quality
issues (mainly related to missing data, incohereaoe outliers); the first phase of
this analysis (and, in particular, the process iofutated data generation) was
carried over excluding these outliers.

» Furthermore there was the need to work with a nurobéata larger than the one
available from the sample. So it was decided tcegee a simulated population of

price margin ratios for a bigger number of unitdieTframe population was

40



considered the biggest number of units; this ggsateould also make possible to

work from the earliest stage of the survey (thahésselection of the sample).

The main problem was that we didn’t have any infation about the profit margin ratios
of the whole population; for this reason it was essary to find a way to use the data
collected with the sample (and the computed profitrgin ratio) referring them to the
entire frame population.

It was then necessary to generate profit margingdor the entire population that would
have the same distribution of the sample obsetweaigh the 2006 survey.

So the starting points to generate the data wersidered on one hand the frame
population (all the wholesale establishments inetlich theBusiness Registevhose are
used to select the survey’s sample) and the sadgtée about profit margin ratios on the
other hand. The dataset made by simulated dateeddedbe built in a way that was as
close as possible to the target population (thedrgopulation used to select the sample)
and with a distribution (regarding the variableimterest) as close as possible to the one
observed on the sample selected for the survey,cthdd provide real data about prices
and profit margin ratios.

For this reason it was decided to work at a ratiosro-level generation (that is working at
the level of single cells). This level was consatbuseful to gain, at the same time, detailed
results that would be as close as possible tolikerged data.

But at this point it was necessary to find the magpropriate variables to define the
working cells: the study of the seasonality of frefit margin ratios suggested to use

variables representative of the specific activitg af the size of the business units.

3.1 The cells definition

The definition of the cells (i.e. the stratificati@f the sample and of the generated data)

was made considering two different variables with fundamental characteristics of each
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establishment: the sector of activity (the “NAIC&Jde) and the size of the establishment
(the variable “Establishment Revenue”).

Both of these variables are available on Bugsiness RegistefBR the frame dataset
introduced in paragraph 2.3) that includes all itfiustries of the Canadian economy (so
the data are available about all the establishmamise whole population). As seen, these
data are monthly updated by tBeisiness Register Sectjasp the risk to work with not

updated or incorrect data is small.

3.1.1 The NAICS code

The "NAICS (“North American Industry Classification Methddgode is the official
classification used for Industry in North Amerida. our study it was decided to give a
strictly link with the kind of activity of the whekalers, defining the studied cell. This was
also done because the different products were derex similar, working with cell built in
this way. The 2007 version of the classificatiorswaed.

Different kinds of NAICS’ details (4, 5 or 6 digjtsvere tested (observing the distribution
of the units of the sample) before deciding whiok was the best for this research.

The final NAICS version used to classify the egdivhents of the population is the 4-
digits level; this was decided mainly to avoid tiek to do not have units enough for each
cell.

In the Table 3.1 the codification of the three adr digits NAICS codes for the
Wholesale Trade sector is shdWriUsing the 4 digits NAICS, for the population odde

wholesalers we are studying, a total number ofl@8ses is considered.

0 A more detailed explanation of 2007 Wholesaleg¢mNAICS codes is available in Appendix 3.1.
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41 Wholesale Trade

411 Farm Product Wholesaler-Distributors oA

4111 Farm Product Wholesaler-Distributors CAN

412 Petroleum Product Wholesaler-Distributors cAN

4121 Petroleum Product Wholesaler-Distributors cAN

413 Food, Beverage and Tobacco Wholesaler-Distributors can

4131 Food Wholesaler-Distributors

4132 Beverage Wholesaler-Distributors <

4133 Cigarette and Tobacco Product Wholesaler-Distributo rs o

414 Personal and Household Goods Wholesaler-Distributor S om

4141 Textile, Clothing and Footwear Wholesaler-Distribut ~ ors

4142 Home Entertainment Equipment and Household Applianc e Wholesaler-
Distributors ™

4143 Home Furnishings Wholesaler-Distributors cAN

4144 Personal Goods Wholesaler-Distributors CAN

4145 Pharmaceuticals, Toiletries, Cosmetics and Sundries Wholesaler-Distributors
CAN

415 Motor Vehicle and Parts Wholesaler-Distributors o

4151 Motor Vehicle Wholesaler-Distributors CAN

4152 New Motor Vehicle Parts and Accessories Wholesaler-  Distributors <"

4153 Used Motor Vehicle Parts and Accessories Wholesaler  -Distributors ¥

416 Building Material and Supplies Wholesaler-Distribut ors o

4161 Electrical, Plumbing, Heating and Air-Conditioning Equipment and Supplies
Wholesaler-Distributors N

4162 Metal Service Centres ™M

4163 Lumber, Millwork, Hardware and Other Building Suppl ies Wholesaler-
Distributors

417 Machinery, Equipment and Supplies Wholesaler-Distri ~ butors <

4171 Farm, Lawn and Garden Machinery and Equipment Whole  saler-Distributors
CAN

4172 Construction, Forestry, Mining, and Industrial Mach inery, Equipment and
Supplies Wholesaler-Distributors CAN

4173 Computer and Communications Equipment and Supplies Wholesaler-
Distributors

4179 Other Machinery, Equipment and Supplies Wholesaler-  Distributors =~ <"

Continues on the next page...
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...continues from the previous page

418 Miscellaneous Wholesaler-Distributors cAN

4181 Recyclable Material Wholesaler-Distributors cAN

4182 Paper, Paper Product and Disposable Plastic Product Wholesaler-
Distributors "

4183 Agricultural Supplies Wholesaler-Distributors AN

4184 Chemical (except Agricultural) and Allied Product W holesaler-Distributors "

4189 Other Miscellaneous Wholesaler-Distributors cAN

419 Wholesale Electronic Markets, and Agents and Broker s vs

4191 Wholesale Electronic Markets, and Agents and Broker s S

Table 3.1- NAICS (North American Industry Classification Met): 3 and 4 digits Wholesale Trade’s

classification (2007 versiorf-

In the Table 3.2 the distribution by 4 digits NAI€8de of the sample’s establishments is
compared with the distribution of the entire duplerl populatio?f in terms of percentage
on the total number of units. The last column shivesdifferences between the sample’s
and the population’s percentages by NAICS. If, ispecific activity code, the sample
shows an over-coverage or an under-coverage tmeod$ithe difference is, respectively,
positive or negative. For example, -0.7% (NAICS1#)1means that the percentage of the
units in the 4111 code is proportionally less repreed in the sample of 0.7 percentage
points (2.3% in the duplicated population, 1.6%tle sample). The 4143 NAICS, for
example, is more represented in the sample thémeipopulation of 3.4 percentage points
(in fact the percentage weight in the populatio®.5%, while the analogue weight in the
sample is 5.9%). The differences shown in the taloée probably a consequence of the
sample selection strategy, that is base on a PrR®4gBility Proportional to Size) sample

selection method (in the table the size of thesusinot considered).

1 The superscript symbols at the end of NAICS cldles tused to signify comparability are:

e CAN Canadian industry only;

« MEX Canadian and Mexican industries are comparable;

« US Canadian and United States industries are cahlegr

* [Blank] [No superscript symbol] Canadian, MexicarddJnited States industries are comparable.
2 The duplicate population (that will be considetied frame population) is defined in par. 3.3.
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Duplica.ted Sample
population

Diff.
NAICS % % | (Sample-Pop.
in % points)
4111 2.3 1.6 -0.7
4121 1.8 0.5 -1.2
4131 10.3 5.8 -4.5
4132 1.1 1.3 0.3
4133 0.1 0.2 0.1
4141 4.6 5.9 1.3
4142 1.0 2.4 1.4
4143 25 5.9 3.4
4144 5.0 7.5 2.4
4145 2.6 6.7 4.1
4151 25 2.7 0.3
4152 4.4 6.5 2.1
4153 0.8 0.9 0.1
4161 4.8 6.1 1.3
4162 1.7 5.3 3.6
4163 8.2 8.9 0.7
4171 3.1 2.0 -1.0
4172 9.1 7.4 -1.8
4173 5.0 5.3 0.3
4179 9.0 9.9 0.9
4181 25 1.8 -0.8
4182 1.8 0.4 -1.4
4183 2.4 1.6 -0.8
4184 2.2 0.9 -1.3
4189 11.2 2.4 -8.8
100.0 100.0 0.0

Table 3.2— Distribution of the duplicated populatifrand of the survey sample by NAICS.

3.1.2 The establishment revenue

The best variable to give an idea of the size ohesstablishment considered in the study is

considered the establishment revenue.

3 The duplicate population (that will be consideriedthe following, the frame population) is definiedpar.
3.3.
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To define the size classes and to study the digioib of the profit margin ratios by them, it
was decided to recode the establishment revenuesclasses are defined basing on the
distributions by deciles in every NAICS’ class.

Starting from the sample data, for each NAICS deéined the distribution of the variable
“revenue” by deciles. So firstly, in each NAICSgthnits are ordered by establishment
revenue. Then the units of the same NAICS arebated to the different classes according
their belonging to the decile of the cell’s distrdion.

So, for example, the first class (class “1”) of AINS includes units with a revenue lower
than the first decile (identified for that NAICSglass “2” comprises the units with a
revenue included between first decile (included) aacond decile (excluded), and so on;
the tenth class (“10”) comprehends the units wittexenue higher than the class’ tenth

decile. The Table 3.3 could be useful to understhadecoding process.

Class Units with revenue...
...higher than... ...lower than...
1 T decile
2 1 decile 2T decile
3 29 decile ¥ decile
4 3%decile A decile
9 9" decile 16' decile
10 1d" decile

Table 3.3— Definition of the revenue classes (by deciles).

In the Table 3.4 the distribution by revenue classtthe sample and of the duplicate
populatiorf* is shown. The differences in the last column skfoavrevenue class is under-
represented (negative sign) or over-representesltiyp® sign) by the sample in comparison
with the frame population. The high level of undepresentation (proportionally to the
weight of the class in the duplicated populatioh)he first class in the sample (-78.9%) is
due to the preliminary exclusion from the surveyr@ny small units, usually classified as
“Take Non&(or “TN") units®.

“*4 The duplicate population is defined in par. 3.3.
*5 The TN / Take Noneunits are units excluded from the survey (aboatdbfinition of TN Units, see par.

2.3.1).
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Duplicz?\te Sample
population
s % % Cum. % %cum. | Dift 09
1 87.8 87.8 8.9 8.9 -78.9
2 4.3 92.1 9.9 18.8 5.6
3 2.5 94.6 9.9 28.7 7.4
4 1.7 96.3 10.2 38.9 8.5
5 0.9 97.2 10.1 49.0 9.2
6 0.7 97.9 9.9 58.9 9.2
7 0.7 98.6 9.8 68.7 9.1
8 0.5 99.1 10.3 78.9 9.7
9 0.5 99.5 9.9 88.9 9.5
10 0.5 100.0 11.1 100.0 10.7
100.0 100.0

Table 3.4— Distribution of duplicated population and samipjerevenue classes (deciles).

3.1.3 Some adjustments

Before starting to test and define the distributidrthe units in each cell, some operation
needed to be done on the units of the sample theasse

The products with a purchase price or with a sglfince equal to zero were erased; this
means a reduction of the sample from 42,245 to638umits.

The profit margins and the ratios (variables alyesdthe original survey’s dataset) were
computed again to check the consistency and therenbe of the data. Were some
discrepancies was found, the new data was sulestitatthe previous one.

It was also decided to remove, for each cell, somtéers that would condition too much
the distribution of the data. This means thatlfirtte units with a revenue equal to 1 or O
were removed from the frame (as they were congideiissing data and it was not possible
to link them to one of the defined cells); it when decided to remove also the units with a
profit margin ratio lower than -50 (7 units) andler that 100 (10 units), considering these
last like outliers values.

All these phase brought to have a final number7e833 units to process.
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3.1.4 Distributions of the units by cells

Considering the NAICS code and the revenue classdstal number of 250 cells are
identified (25 NAICS codes multiplied by 10 decdiasses). The distribution by cells of
the sample selected for the Wholesale survey iashio Appendix 3.2.

For some cells the initial number of available smifas not considered enough to carry on
the distribution analysis in the most appropriatywFor example, if the number of units is
extremely reduced, it would be not possible to testdistribution in a given cell or the
results of the test would have no significancewdts decided to further aggregate the
revenue classes differently from a NAICS to thesottne. 30 units or more is considered a

number of units enough for each cell.

At the end of this phase, a code comprising the@8\&nd the adjusted revenue’s classes
was given to each unit of the population.

Once an appropriate recoded distribution is madetisg from the NAICS and the
establishment revenue data available fromBReit is possible to generate a new simulated
dataset based on the distribution observed in eath considering the sample data
collected in the first year of the survey.

The following step is to study and identify thetdizution of the studied variable (that is

the profit margin ratio) for each single cell.

3.2 Testing the distribution by cells

The goal of this phase of the work is the genenatibnew data that would be as close as
possible to the real distribution observed in thegle selected for the first wave of the

survey. To get this target, once the outliers ameaved from the sample, it was decided to
firstly generate data uniform distributed betwedes lowest and the highest observed value,
for each cell. But this was considered a simple wagroduce the new dataset, that would
not bring to a simulated population really closéh® characteristics of the sample selected.
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Considering the Graph 3.1 it's clear that the gehdistribution of profit margin ratios in
the whole sample observed is not always similahéoone observed in the two cells of the
Graph 3.2 and Graph 3.3.

On the other hand, it was clear that the uniforstriution was not similar to any of the
distributions observed on the sampled establishnmaither considering the stratification
by NAICS, nor the stratification by revenue deciles

Therefore the distribution is studied more deefiigt is by cell, to identify the theoretical
distribution (and its parameters) more close todbhgerved one. So it was decided to test
the normal, lognormal and Weibull distribution fach one of the céfl

The main characteristics of these distributionsimreduced in the following paragraghs

Distribution of ProfMargRatio (whole sample)
Dataset: Wholesale2DDB
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Graph 3.1 - Profit margin ratios distribution (all the sample

6 \Where the number of collected data would makessjble.
" For further information about the characteristéghe distributions and about the distributiorésts, see
also Murthy (1967), Cochran (1977), Stephens (1L9CAambers et al. (1983), Johnson et al. (19945)199

49



Distribution graph of Prof. Marg. Ratios by NAICS 4d

NATCS (4 digit)=412
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Graph 3.2— Profit margin ratios distribution (NAICS: 4121).
Distribution graph of Prof. Marg. Ratios by NAICS 4d
NATCS (4 digit)=4162
50
Number of establishment: 1758
Average revenue: 1.017181
Variance of Ratios: 0.041563
40 - Standad deviation: 0.20386%9
P30+
e
r
[
e
n
toan 4
07
0 ﬁ T T —\’—'j T ] T
0 48 b.64 0.8 L. 96 1.12 1.28 1.44 1.8 1.76 92

50

Ratio Profit Maorgins

Graph 3.3 - Profit margin ratios distribution (NAICS: 4162).




3.2.1 Uniform distribution

The uniform distribution considers the units of gogulation uniformly distributed along a
range comprised between the lowest and the higihssirved value.

Seen the distribution graphs of all the sample daththe distributions by NAICS and by
revenue, it was considered not useful to use th#ram distribution to generate data,

because it was similar to no one of the distribubbserved by cells.

3.2.2 Normal distribution

The Normal distribution is characterized by twograeters: the meap)(and the standard
deviation 6).
The probability density function of the normal distition is identified once the mean and

the scale parameter (the standard deviation) ardifaed:

f(y):\/glrwex;{—%(y%"ujz} —o<y<w,

The cumulative distribution function is:

r(y)=¢ 4],

o
where® is the cumulative distribution function of the relard normal variable, like the

one shown in the following:

dJ(z):ﬁj;ex;{_—;zjdu.

3.2.3 Lognormal distribution
The lognormal distribution id defined with the foNing three parameters: the threshold

parameterd), the scale parametel) @nd the shape parametey. (

The probability density function is:
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Cy-0\2nw 2 o

The cumulative distribution function of the lognahdlistribution is:

F(y):q)(log(y—au)—ij y>0.

f(y) 1 1 ex;{—l(sz} y>4.

3.2.4 Weibull distribution

The parameters that define the Weibull distributéoe: the threshold parameté),(the
scale parametes (o >0) and the shape parametgrg(>0).
The probability density function of a Weibull disttion is:

f(y):g[yfjjc'lex{-(%ﬂ y>8,50.

The cumulative distribution is:

F(y) :1—ex;{— (y%ﬁj:l y>8.

3.2.5 Tests to identify the distribution of each cell

To identify the distribution form of each cell, #a different tests were used and applied:
the Kolmogorov-Smirnov statisti®f, the Anderson-Darling statistidy) and the Cramer-
von Mises statisticW?). All the used statistics are based on Erapirical Distribution
Functionand for this reason they are caleDF (Empirical Distribution Functiohtests.
Given a group oh independent observations with the same normatilglision function
F(x), if we call these units as;, X, ..., Xy and if we use the symba¥§), Xp), ..., Xn) to
indicate the ordered unffs the empirical distribution functior,(X), is defined as a step

function (with an height of each step equal to) like the following:

48 X(]_) < X(z) <... <X(n).
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0 X< Xpy
F.(x)=4i/n XiySX<Xpgy 1=12,..,n-1

1 Xin) S X
This means thal,(x) is the proportion of the units with an observedue less than or
equal tox.*°
The EDF tests we used are based on the discrepanciesdretive empirical distribution
function Fy(X) and the distribution function (also defined “paetric cumulative
distribution function”)F(x).
The power of this kind of test is bigger than time @f the chi-squared goodness-of-fit test;
moreover it is invariant with respect to the histog midpoints”.
The output of this kind of test comprises statsstiof adaptation of the empirical
distribution to the fixed distribution that one wmrto test, but also parameters of the
distributions tested themselves, already introduicegar. 3.2.2, 3.2.3 and 3.2.4. These
could be used to build a population, referred tchezell, that has the same distribution of

the tested distribution.

3.2.5.1 TEST 1: the Kolmogorov-Smirnov statistic (D)
The Kolmogorov-Smirnov statisticP] is defined as the highest difference, for each
between the empirical cumulated distribution fumctobserved on the units considered,

Fn(x), and the cumulated parametric distribution fumttF(x), that one wants to test.

D =sup]F,(x)- F(x) .

3.2.5.2 TEST 2: the Anderdson-Darling statistic{A
The Anderson-Darling statisfitis a test of th&DF-squared family: this means that the
evaluated differences between the empirical distidim function and the cumulated

distribution functions (seen above) are considaredheir squared version. In fact the

9 \We remember thdk(X) is the probability to have a unit with value lessqual tox.
°0 For more details about tiEDF tests, see D’Agostino and Stephens (1986).
®1 Anderson and Darling (1954).
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statisticA? is computed as the integral on all the observédeseof the squared differences

between the empirical and the theoretical distrdout
A =n [[F, (0= F (I (x) dF (x).

The differences are weighted with a functig):

w(x)=[F (x)a-F O™

3.2.5.3 TEST 3: the Cramer-von Mises statistic

The other test used to define the distribution athecell was the Cramer-von Mises
statistic {\?), that is anEDF-statistics of the squared class too. The testjlairto the
previous one, is based on the squared differens@gelen the empirical distribution and the
distribution that one wants to test. The differenaee weighted by a functianx) that, in

this case, is considered equal to/{xf = 1):
W2 =n .[[Fn (x) - F(x)JdF(x).

3.2.5.4 An example of distribution tests

In Graph 3.4 there is one of the outputs obtairedHe distribution test (NAICS: 4181;
revenue class # 4). The blue bars represent thelsarved distribution of profit margin
ratios in the considered cell.

The yellow line is the normal distribution estinditn the observed units of that cell: in the
graph the parameters of the normal distributjor .01035 = 0.0784) are also shown. As
seen above, the Kolmogorov-Smirnov statisii¢ ¢onsider the highest difference (for each
observed valug) between the empirical distribution and the dwmttion that one wants to
test.

In the same Graph 3.4 there are the parametersagst by the software for the Lognormal
(0 =0,{=0.01,6 = 0.08) and the Weibullo(= 0, c = 13,0 = 1) distribution. These
parameters are useful to generate a distributibrorfe of the three kind) basing on the

characteristics observed on the real data.
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Even in these last cases, to test the distributien differences between empirical and
theoretical distribution are used. But, this tinttejs made considering all the range of
observed values. So the differences used to tedigitribution are computed along all the
range and are summed up with an integral function.

In Graph 3.5 there is the output of the Kolmogo8mirnov test obtained with the
SAS/INSIGHT softwaré. In the first part of the graph, the cumulativestdbution
functions are represented; they are at the baseedests computatidh In the second part
of the graph (third, fourth and fifth columns) testimated parameters for each one of the
tested distribution (plus the exponential distribn) are available. The exponential
distribution was excluded from the generation oftad@rocess, because, after the
computation of the test on each cell, it was thetrfar from the observed data distribution.
It's possible to see this in the first part of Gra@5, where the light blue line is very far
from the empirical distribution (red line). Moreosk to the empirical cumulated
distribution function are the normal (pink), thgtmrmal (orange) and the Weibull (green)
distributions.

In the last column of the second part of GraphtlBebe is the statistical significance for the
test. The value of the test is in the previous mwiuthe better distribution (that is the
closest distribution to the observed data) is time wvho have the lowest value (the

minimum distance between the empirical and therdtaal distribution tested).

%2 For further details about the software used tottesdistribution, see: SAS/INSIGHT User's Man(®AS
Institute Inc., 1999).
%3 For further details about the test, see Chamtiexs €983).
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Distribution of ProfMargRatio Cor2 (by cell)

Dataset: ﬂEDDB.UhOIeSaIEEGUE__pr’iI:ESE
NAICS 4 digits=4181 Revenue_Z Deciles (Adjusted)=Y4

B0

43005070

0.78 0.84 0.9 0.96 1.02 1.08 1.14 1.2 1.26

Prof.Marg.Ratios (No incongr./No outlrs)

curves: MNorma | (Mu=1.0103 Sigma=0.0784)
Weibul I(Theta=0 Shape=13 Scale=1)

Lognhorma | (Theta=0 Shape=.08 Scale=.01) ‘

Graph 3.4- Distribution tests (NAICS 4181, Revenue classgrgphs and estimated parameters.

- i T
A
u r
{
" f
u I}
1
a
T
i
v
e 0.5
D
i
T
r
i
D
u 4/
Y [ |
T T T T
0.8 1.2 1.4
ProfMargRatic_Cor2
Ll Tests for Distribution
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Lognormal o m]_: 0.0779 0.0072 0.1581 =.01
Exponential o ml/ 1.0103 . 0.5604 =.01
— | Weibull L] m]_: 1.0466 12,5998 0.1813 =.01

Graph 3.5— Output tests (NAICS 4181, Revenue class: 4): tetudistribution and Kolmogorov test.
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3.2.6 Criteria to identify the distributions

Firstly the Anderson-Darling and the Cramer-von édisstatistics are considered to
attribute, to each cell, the distribution more elds the real data. This choice was done
because the first two tests are considered lesox@ppate than the Kolmogorov-Smirnov
statistic; in fact, they compute a sum of the dédfees between the theoretical and the
empirical function along all the range of the obseérvalues, and they do not only take into
consideration the maximum difference.

It is not possible to apply a test to all the 28lsc some cells are not represented by the
sample selected, and for some others there arenmaigh data to test the distribution. So,
working with frame data, it is only possible todimesults about 240 cells, obtaining a
percentage coverage of the frame population equ@bi8% (in terms of number of cells)
or 96.9% (in terms of number of units).

The classification’s results obtained with thetfingo tests (the Anderson-Darling and the
Cramer-von Mises test) are compared in the first giaTable 3.5. The cells with the same
attributed distribution, using the two tests, anetfte diagonal of the table (229 cells, that is
95.42% of the total number of studied cells).

Cramer-von Mises

Anderson-

Darling Normal Lognormal | Weibull TOT %
Normal 41 6 1 48 20.0
Lognormal 2 173 0 175 72.9
Weibull 1 1 15 17 7.1
TOT 44 180 16 240 100.0
% 18.3 75.0 6.7 100.0

Table 3.5 Distribution tests (all the cells — sample dafa)derson-Darling vs Cramer-von Mises.

For some cells (11, 4.58% of the total) the twetfitests, used in Table 3.5, identify
different distributions. This means that Andersaaridg’s test and Cramer-von Mises’s
statistic don't give the same results. For the €indd situations, the Kolmogorov-Smirnov
statistics are considered together with the stddhe empirical distribution of the units in

each cell.
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In Table 3.6 the results of the Kolmogorov-Smirrtest on all the 240 cells are shown.

Kolmogorov-

Smirnof Cells %
Normal 68 28.3
Lognormal 172 71.7
Weibull 0 0.0
TOT 240 100.0

Table 3.6— Distribution tests (all the cells — sample dakatmogorov-Smirnov.

In Table 3.7 there are the final results of thetridigtion test for the 11 cells with
incoherencies of classification considering the émdn-Darling (And-Dar) and the
Cramer-von Mises (Cra-vMis) tests. The final dmition was decided studying the
Kolmogorov-Smirnov (Kol-Smir) statistics and the @ncal distribution graphs in each
cells of the list.

Revenue
#| NAICS 4d Decile And-Dar Cra-vMis Kol-Smir DEFINITIVE
1 4121 3 Normal Weibull Normal Weibull
2 4133 6 Normal Lognormal Lognormal Lognormal
3 4144 7 Normal Lognormal Normal Normal
4 4151 3 Lognormal Normal Normal Normal
5 4152 5 Normal Lognormal Lognormal Lognormal
6 4153 5 Weibull Lognormal Lognormal Weibull
7 4161 1 Normal Lognormal Normal Normal
8 4161 6 Normal Lognormal Normal Weibull
9 4181 4 Normal Lognormal Normal Normal
10 4182 7 Lognormal Normal Normal Normal
11 4183 1 Weibull Normal Normal Weibull

Table 3.7— Incoherencies of classification defined with Kobprov-Smirnov statistics and graphs.

After these two phases of the study of the distrdmy the final classification is shown in
Table 3.8. The main distributions are the lognor(@2l9% of the 240 cells) and the normal
(19.2%). Less common is the Weibull distributiorBgs).
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Weibull
7.9% Normal
19.2%

Final distribution

Cells %
Normal 46 19.2
Lognormal 175 72.9
Weibull 19 7.9
TOT 240 100.0

Table 3.8— Final classification of the cells.

Lognormal
72.9%

Graph 3.6 — Final classification of the cells.

The attribution of the distribution that fits bette each cell, basing on the observed data is
not the only result of this first phase of the padj The tests provided also the estimate of
the parameters of each tested distribution in ewetyy These parameters are useful to

generate the simulated data.

3.3 Generation of simulated data

The following step of the work is the generatioradimulated population of profit margin
ratios. The population generated is based, for eatlh both on the selected distribution
and on the estimated parameters of that distribyas explained in the previous paragraph
3.2).

The parameters for each of the tested distributtwneach considered cell are obtained.
After the test phase, the distribution parametérallathe tested distributions and of each
sample-cell are merged with the original populatfomme. The used criterion is the
belonging of the frame’s unit to a specific celhelparameters in this way could be used to
generate three profit margin ratios’ variables (foreeach tested distribution), providing a

simulated value for each unit of the frame.
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The generation of the simulated population’s prafiargin ratios is explained more in
detail in the following paragraph

Before starting with the generation process, it Wasided to double the number of the
units of the frame population. This was made t@wban adequate number of cases in each
cell and to make possible an appropriate seleaioeamples, representative of all the
population cells. The fact to have a copy (with shene characteristics) of an original unit
of the frame is not considered affecting in a bay whe results of the research, because of
the random generation process that are used toagertbe simulated profit margin ratios.
After the duplication process, we got a doubledthigopulation: from the original 77,025
units we obtained 154,050 units. For each unihefgopulation the parameters of the three
tested distribution associated were estimated, fandeach cell the most appropriate
distribution was identified.

For each unit the profit margin ratios are generatethe way shown in the paragraphs
3.3.1,3.3.2,3.3.3and 3.3.4.

Four different series of random number (caltagl rn;, rn, andrnz in the following) are
generated, one for each of the tested distribufjongorm, normal, lognormal, Weibull). A
SAS procedure is used; this procedure starts \Wwethchoice of a seed: changing the initial
seed is possible to obtain different series of eamdhumbers with the same chosen
distribution.

After the generation of three series of data wilcheof the tested distributions, another
distribution, called “mixed”, was generatédconsidering the results of the distribution
tests applied to the sample data. The “mixed” itistion, in fact, is made considering a
different kind of distribution for each cell: thérébuted distribution is chosen basing on the
results of the best distribution’s detection precgsen in paragraph 3.2.6.

The “mixed” distribution is considered the distritsn more close to the distribution of the
real data, the ones observed on the sample. Irpk@se the uniform distribution was not
considered.

¥ See Eandt (1961) and Cohen (1951) for furtherildeta
% See also paragraph 3.3.5.
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In the following paragraphisindicates thé™ unit of thej™ cell ( = 1, 2, ....,N;, wheren; is
the number of unit in thg" cell;j = 1, 2, ...,p, wherep = 240 is the total number of the

tested cells).

3.3.1 Uniform distribution

To generate the estimated ratio of etnit of thej" cell (ﬁj), a random numbem,; (i

=1,2,..n;j=1, 2, ...,p) is used. The random number is generated in athatywould
have range between 0 and 1 and would have a und@tmbution.

To get this target the SAEALL RANUNIroutine was usef

This random number was generated in a new datasd¢ @wf a number of units enough to
cover the number of units of the frame’s populatiéfter verifying the presence of a
random distribution of these generated numberss thataset was merged with the
population frame using the SAS’ simple one-to-bHeRGEstatement.

The new simulated ratid@; is generated using the minimu[trlin(rij) and the maximum
[Max(rij )J observed ratios, in th& cell (fori = 1, 2, ...,K). The used generation process,

starting from random number and the minimum andimarm ratios, is the following:

fi = Min(rij )+{rn0,ij [bMaX(rij )- Min(rij )J}

%% See Fisherman and Moore (1982) and SAS User's BIgBAS Institute Inc., 2004) for details.

" See SAS User's Manual (SAS Institute Inc., 2004 used merging procedure matches the cases of two
different datasets line by line: the first unittbe first database is merged with the first unitted second
database; the second unit of the first databaseeiged with the second unit of the second datalzemkso

on (for this reason the number of units of thet fisd of the second database should be the satmis)ofie-
to-one merging process is possible even if theravtithe units of one of the datasets would be ghdnseen
that the random numbers that we want to match tligiframe’s units are randomly distributed.
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Mo [[Max(rij )— Min(rij )J

I &

&
A4 I

Min(r, Ma;((rij )

Figure 3.1— Generation of a random number with a uniformritigtion.

The simulated ratios uniform distributed were nsédi for the following definition of the

“mixed” distribution.

3.3.2 Normal

The ratios are generated starting from a randombeurm,, (o< mg <1)%® that has a

standardized normal distribution with meafi* = afd mean square error™ =1.
The general formula for the standardization of a-s@andardized variable with a normal

distribution is (we are referring to a genefianit of thej™ cell):

Xi =M - -
#_;j_ i=1,2,..nj=12,...p

J
Given the ; and theo; of a normally distributed variable and the randeamber z,

with a standardized normal distribution, we can tgeinverted formula to find a number

with a normal distributior(xij ):

X =(4j Bjj)-'-lui'

®i=1,2,..mj=12 ..p
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In our case we want to generate the profit margtios for thej™ cell with a normal

distribution. We have the parameters of fHecell (4; and g;) and we have a random
number with a standardized normal distribut(mllij ) with the same characteristics gf.

So, using the same inverted formula, we can gemdle estimated rati(ﬁ,jN (whereN

indicates a normally distributed ratios) for theturi = 1, 2, ...,n;) of the fixedj™ cell:

i =(my, @)+ 4. 3.1

As seen from the previous formula 3.1, the genamgtrocess depends from the estimated
(for each cell) parameters of the normal distridmiti this means that, in the inverted
formula, we can use the estimated parameters welained testing the normal
distribution in each cell.

Using formula 3.1, to generate a normally dist@oupopulation with the same observed

distribution of the considered cell, the variattestaining generated random numbsey;

and the estimated parameters for each cell (medumaan square error) are used.

As a result, we obtain another new variable witiosacharacterized by the same normal
distribution observed on each cell of the samgiat(is: the ratios have a distribution, for
each cell, characterized by parameters equal torike observed in the corresponding cell
of the sample).

In the Graph 3.7 the distribution of the 154,06 hegated random numbens,; with
standardized normal distribution is shown (thesmlmers were generated using the SAS’
CALL RANNORroutin€®): the mean is close to 0 and the variance is ctosé, as
expected.

The Graph 3.8 presents the distribution of theiproérgin ratios generated with a normal

distribution obtained starting from the random nensbrn,. and from the parameters

Lij

observed in each sample cell.

%9 See SAS User's Manual (SAS Institute Inc., 20@4)details. Similarly to the SASTall RANUNIroutine,
the Call RANNORroutine allows the choice of a seed to start #reegation process.
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Distribution graph of Random number

Dataset: Q2008.RandYar_Norm
(Generation with Normal Distribution)

1 Number of establishment: 154061

___ m Average: —0.00245
— ] variance: 1.006623
] Stondod deviation: 1.003306

-4.44 -3.96 -3.48 -3 -2.52 -2.04 -1.56 -1.08 -0.6 -0.12 0.36 0.84 1.32 1.8 2.28 2.76 3.24 3.72 4.2

Random Number (Normal)

Graph 3.7 — Distribution of random numben, ; generated with standardized normal distribution.

Dataset: Q2008.Wh_Popul Dub Q

Distribution graph of Ratio
(Estim. Norm. Distr. = All Units)
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Graph 3.8—- Distribution of profit margin ratios generatedhvhormal distribution.



In this case the profit margin ratios’ average {@9,377 units) is equal to 1.002699. We
remind that the unweighted average of the sampeeM@113171 (33,721 units), a little bit
higher, probably for the influence of a proportibbeger presence of the biggest units of

the framé°.

3.3.3 Lognormal

If the variableX; is distributed like a normal variable with mearualqto x and mean
square error equal tg the variableY, =log(X,) has a lognormal distribution:
Y, =logN .
The mean of th&, variable is equal to:
2
Hy, = e[’“z]
and the mean square error is equal to:
o, = L

2

To get a generated population of ratios with th@esdqognormal distribution observed in
each cell, it is firstly generated a random numivgy, (Os m,; sl) that has a standardized
normal distribution with meanu™ =0 and mean square errar;"> =1. The process of

generation of the random number is similar to the osed in the previous paragraph 3.3.2
(it's based on the SAEall RANNORroutine).

This random number has to be transformed to oltures with a normal distribution (not
standardized) similar to the one observed in eatth ¢

The process is based on the inverted standardizi&tioula:

X = (rnzlij BTJ-)+ Ui,

where y; and theg,; are the observed parameters for jthéa cell { = 1, 2, ...,p), the

random numbern,; has a standardized normal distribution.

0 The sample was selected witlPRS(Probability Proportional to Size) sampling methbigigest units have
a bigger probability to be included in the sample.
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The estimated valu%“for the uniti (i =1, 2, ... k) of the fixed cell is normal distributed.

This value must be transformed to get a lognormstriduted series of values in the

following way:
LogN — ,,LogN N LogN
X =M X Lo

where:

2
# = infu)-Zin 1{%]

To obtain log-normally distributed simulated ratiothe last step is the following
transformation:
f*LogN - exi}'ogN

ij
The Graph 3.9 shows the distribution of the pnofargin ratios generated with a lognormal

distribution (so, the generation process starts ftloe random numbensy,; and from the

parameters obtained in each sample cell testinfpgmrmal distribution).

3.3.4 Weibull

To generate profit martin ratios that would haw/@ibull distribution as close as possible
to the one observed on the sample, it is necesBesly, to generate a series of random

numbersrn,; with uniform distributioff".

Then, using the Weibull parameters estimated irh esmnple cell with the distribution
tesf?, the random numbers are converted into profit inargtios that have a Weibull
distribution. The following way is used:

®1 The sameCall RUNUNISAS routine seen in par. 3.3.1 is used. See SAB4$8lanual (SAS Institute Inc.,
2004) for further details.
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Dataset: Q2008.Wh_Popul Dub_Q

Distribution graph of Ratio
(Estim. LogNorm. Distr. - All Units)
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Ratio (Estim. LogNormal Distr.)

Graph 3.9- Distribution of profit margin ratios generatediwiognormal distribution.

Dataset: Q2008.Wh_Popul_Dub_Q

Distribution graph of Ratio
(Estim. Weibull Distr. - A1l Units)

2003070

° T T I I T I I T I T I T I T T T T T T T
0.075 0.195 0.315 0.435 0.555 0.675 0.795 0.915 1.035 1.155 1.275 1.395 1.515 1.635 1.755 1.875 1.995 2.115 2.235 2.355

Ratio (Estim. Weibull Distr.)

Graph 3.10- Distribution of profit margin ratios generatedmiVeibull distribution.

62 o; (oj > 0 for eachj) is the estimated scale parameter of jfﬂe:ell; G (¢ > 0O for eachj) is the estimated shape
parameter of thg" cell.

67



£’ =0, Eﬁ— Iog(l— rn,; )]”C

The Graph 3.10 shows the distribution of the pnaidrgin ratios generated with a Weibull
distribution is shown.

3.3.5 Mixed distribution

To generate the data of the new simulated populditeone it is decided to do not attribute
the same distribution at every cell (for examplee prevalent distribution in terms of
number of cells or the one supposed to be more ¢tmshe real distribution of the profit
margin ratios). It is instead attributed a diffarelstribution to each one of the cells,
considering the results of the tests used to autle cells distribution, that were presented
in par. 3.2.5 and 3.2.6. The new kind of globalribsition of all the simulated ratios is
called “mixed” distribution, because is the finasults of the mixing of the three
distributions presented previously (normal, lognakror Weibullf?.

The final “mixed” distribution is shown in the Giap3.11; the obtained distribution
underlines the main influence of the normal antheflognormal distribution, that gives the
global effect of a bimodal distribution. The twoas show the influence of both the
lognormal (on the right) and the normal (on the)lelistribution. The influence of the
Weibull distribution is not relevant, seen the dmaimber of cell with this kind of
distribution (only 7.9% of the total).

% The proportion of the cells attributed to eachths three distributions is presented at the enthefpar.
3.2.6.
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Dataset: Q2008.Wh_Popul Dub Q

Distribution graph_uf Rat iu_
(Estim. Definitive - A1l Units)
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Ratios (Definitive Estim.)

Graph 3.11- Distribution of profit margin ratios — “mixed” stiribution.
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4 Relative efficiency of the methods of generation

After the identification of the distribution thaeproduces in the best way the observed
sample, we want to test the relative efficiencytred other methods of generation against
the “mixed” method. This means that we want to usided the loss of precision that we
would obtain if we would use a one-way generatimtess, that is a process based on one
of the tested distributions only: the normal, thgriormal or the Weibull.

The main goal of this phase is to understand ifstheulated frame could be built in a more
efficient way (that is considering a single distition) rather than using a “mixed” selection
process of distribution by cells.

In the following paragraph 4.1 we evaluate the lofathe single-way generation processes
in comparison with the one based on the “mixedtriigtion; moreover we evaluate the
relative precision of the use of stratification1(2.1) and we compare the results obtained
with simple random sampling and with the systemsdimpling (4.1.2.2).

Another interesting topic that will be discussethis convergence to the parameter that we
want to study in correspondence to different numloéiselected samples: the selection of a
higher number of samples brings to more precisenatds? This topic is discussed in
paragraph 4.1.2.6.

In the paragraph 4.2 we want to evaluate the Hidkenestimates obtained with different

kind of probability proportional to size sampleesg#ion methods.

4.1 Bias of the parameters

The aim of this paragraph is to study the biahefgarameters. The bias is computed with

reference to the values of the “mixed” distributeame population on one hand and of the
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wholesale observed sample on the other hand, camgp#rese to the values obtained
selecting samples in different ways and using thigerdnt simulated populations
(generated in chapter 3).

The objective of this first phase of the analysisfiistly to identify the more efficient
sampling selection method: does stratified or mi@tified (see par. 4.1.2.1), simple random
sampling or systematic sampling (par. 4.1.2.2)dtonmore precise results? We also want
to understand what is the gain (in terms of preaisthat we obtain generating a population
using a “mixed” distribution, rather than genergtim population with an unique
distribution (normal, lognormal, Weibull) for evecgll. Staying in the same path, we will
try to identify the method that brings to resullsser to the “mixed” generated data
(considered the best method of generation; seeygoia 4.1.2.3) or to the observed data
(par. 4.1.2.4). The different kinds of units compgsthe frame and the selected wholesale
sample can furthermore give some suggestions dabeutehaviour of the variable we are
studying (the profit margin ratios) in the two gpsu4.1.2.5).

Another goal of this first phase of the analysitisinderstand what is the gain, in terms of

precision, that we obtain using a smaller rathanta bigger sample size (4.1.2.6).

4.1.1 Methodology

To get the first results, a series of sampleslecged from the frame population. Each one
of them has a number of units equal to 1,008 {,000).
With a bootstrap process a number of samples aéqugl2, 5, 10, 50, 200, 500, 1,000 are
consequentially selected.
Each sample was selected using all of the follovitng sample selection methods: simple
random samplingSR9, stratified simple random sampling, systematim@ang, stratified
systematic sampling.

1. SRS(Simple Random Samplinghe n = 1,000 units of the sample are selected

without repetition. The probability of selectipnof each unit is equal to the one of

the others:
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p=l
N’

wheren is the number of units of the sample (sample sare)N is the number of

units in the population frame.

. Stratified SRSin each 4 digits NAICS group, 40 units are sadctvithout

repetition from the population frame. Each unitaoNAICS group has the same

probability of selection of the other ones of theng group. This means that:

wherej indicate thg™ group [ = 1, 2, ..., 25).
. Systematic samplinghe units are firstly ordered by revenue clasaed,then 1,000

units are selected with sampling interval (alst¢echinterval size) equal ta

The starting point of selection is randomly seldciehe probability of selection for

each unit is equal to:

p:

I

n

N

. Stratified systematic samplinthe sample selection is stratified by 4 digitsINA.
From each NAICS group, 40 units are selected usisgstematic method similar to
the one used on all the population frame seeniat 8g the starting point, in each

NAICS, is randomly selected and the sampling irtkiw, for each™ group { = 1,

2,...,25):
N.
K, :n—‘
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On each selected sample the mean and the varidrkbe profit margin ratio variable are
computed; on the average values of all the sanpli®n computed an un-weighted mean.

Some results of this first phase of the analyssshown in the following paragraph 4.1.2.

4.1.2 Some results

The means of the samples’ values, one for each &ireimulated population (generated
with a normal, lognormal, Weibull and “mixed” digtwtion) is compared with the value
computed on the entire simulated frame populatiganerated using the “mixed”
distribution. This last average value will be defin in the following, as thdérame
reference parameter

The percentage differences from the frame refergr@acameter, are shown in Table 4.1.
The second and the fourth columns of the tablele@dlFrame r. p.”, that is “Frame
reference parameter”) show the percentage diffeeriom the frame reference value,
while the third and the fifth columns show the pertage differences from the reference
parameter computed on the observed wholesale samspl to generate the population.

This last parameter will be callsample reference parameter

ALL THE FRAME ALL THE FRAME - Strata
% average differences from... % average differences from...
Frame r. p. Sample r. p. Frame r. p. Sampler. p.
Simple Random Sampling
Mixed -0.17 5.19 0.72 6.13
Normal -6.00 -0.95 -5.48 -0.41
Lognormal 5.50 11.16 5.85 11.54
Weibull -7.07 -2.07 -6.60 -1.58
Systematic Sampling
Mixed -0.12 5.25 0.75 6.16
Normal -6.13 -1.08 -5.52 -0.44
Lognormal 5.56 11.23 5.87 11.56
Weibull -7.19 -2.20 -6.47 -1.44

Table 4.1- Bias of the sampling averages from the refergpacameters (frame and sample reference

parameter).
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Detailed results by sampling method are shown ibléfd.2, Table 4.3, Table 4.4, Table
4.5 and Table 4.6.

4.1.2.1 Precision of not-stratified vs stratified selectimethods

The first reading key of the Table 4.1 shows thH#erBnces in the sample selection
methods’ efficiency using a not-stratified rathéan a stratified method of selection,
summarized in Table 4.2. For this comparison theethidistribution (considered to be the

one closest to the real distribution) is used.

Sampling methods

SRS - . Systematic -
SRS Stratified Systematic Stratified
017 +0.72 -0.12 +0.75

Table 4.2— Percentage bias from the frame reference parawietiee simple random sampling and of the

systematic methods (not-stratified and stratifiedsion).

Considering the average bias of the samples (geldodm the “mixed” population) from
the frame reference parameter, the use of straiiic brings to worse results for the simple
random sampling and for the systematic sampling ltodact, there is an over-estimation,
respectively, of 0.72% and of 0.75%, while, if wend use the stratification, there is a
lower bias: an under-estimation of the referencarpater of, respectively, -0.17% and -
0.12%.

Coming back to the detailed results shown in Tdble also considering sample selected
from lognormally distributed population, the biashigher (of about 0.3/0.35 percentage
points) if we use the stratification. The resulte aot the same for the normal and the
Weibull distributed populations: the use of thestication brings to less distorted results

(about 0.5/0.6 percentage point; see Table 4.1).

4.1.2.2 Simple random sampling vs systematic sampling
A second key to read Table 4.1 is related to tliterénces between the results obtained
with the simple random sampling rather than theiltesobtained with the systematic

sampling selection method. The Table 4.3 shows tiexte are no relevant differences

75



between the results of the two selection methoflsfol example, we consider the
percentage differences from the frame referencenpaier, we obtain an average bias of -
1.94% when we use a SRS method of selection; teeibisimilar (-1.97%), when we use a
systematic sampling method.

The same thing happens for the bias of the sedtdamples’ parameters: the difference is
0.04% only.

We find similar results taking a look to the (highkias of the samples’ averages from the
sample reference parameter.

The global average bias of samples selected wBIR3 rather than a Systematic method
are exactly the same (-2.62%).

This means that the use of one rather than the g#iection method doesn’t give any

advantage in term of bias from the reference pateme

% Differences from...
Frame ref. parameter Sample ref. parameter AVERAGE
Sampling Not o Not o
method: stratified Stratified stratified Stratified
SRS -1.94 -1.38 -3.31 -3.85 -2.62
Systematic S. -1.97 -1.34 -3.27 -3.88 -2.62

Table 4.3— Average bias of the samples’ averages from tlegemce parameters.

The first conclusion is that the kind of procesedu generate the population is the factor
that influences the bias of the computed paranmatest. The use of the stratification can
only marginally change the results in terms of b&asl the use of a systematic rather than
of simple random sampling doesn’t bring to a ref\advantages in terms of precision.

4.1.2.3 Relative bias of the uniformly distributed simuthpopulations

The third key to read the Table 4.1 is comparimg, dach kind of sampling selection
method, the bias of the average values of the sangalected from one specific simulated
population (normal, lognormal, Weibull), consideyithe reference parameters, versus the
bias obtained with the selection from the “mixeddpplation. This comparison was

decided, because the samples selected from a sadyapulation generated with a mixed
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distribution are supposed to provide the closestnsdo the parameter of reference, as
confirmed from the data in the Table 4.1.

The results of the Table 4.1 show that using a lsited population generated using one
distribution only (normal, lognormal or Weibull)ibgs to a global bias from 5.48 to 7.19

percentage points.

The results, in terms of differences from the lmhthe samples selected from the “mixed”

population and for each kind of simulated distribat are shown in the Table 4.4.

. Sampling selection methods
S'mUIat,ed (differences in % points)
population’s SRS — Systematic —
distributions SRS Stratified Systematic Stratified MEDIA
NORMAL -5.83 -6.20 -6.01 -6.27 -6.08
LOGNORMAL 5.67 5.13 5.68 5.12 5.40
WEIBULL -6.90 -7.32 -7.07 -7.21 -7.12

Table 4.4— Bias from the bias of the “mixed” parameters (pated on samples selected from the “mixed”

population).

The simulated population that brings to less distbresults is the lognormal population:
+5.40 percentage points (+5.67 if we use simpledoan sampling, +5.68 with the
systematic sampling). If we use a stratified s@ecinethod, we obtain less overestimated
results (respectively: +5.13/+5.12 percentage phint

The use of the normal rather than of the Weibudtrdbution brings to an additional under
estimation of, respectively, -6.08 and -7.12 (inrte of percentage points differences from
the parameter estimated with the mixed distribgtidm particular, the bias, if we use the
simulated population generated with the normalrithistion only, gives an additive
underestimation of about -5.83 (for SRS selectiogthmd) or -6.01 (with systematic
method) percentage points, in comparison with grameter estimated with the selection
from a mixed distributed population. The bias ikttée bit higher if we use the stratified
methods: we get an addictive bias of -0.37 with $f®S-stratified and of -0.20 with the
systematic-stratified.

Also the samples selected from a Weibull simulggedulation make the underestimation

stronger: about 7 percentage points for the sasglerted without any stratification (SRS:
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-6.90; Systematic: -7.07), and about 7.3 points flee sample selected using the
stratification by cells (SRS-stratified: -7.32; ®matic-stratified: -7.21).

All these results are useful to suggest to theareber which one is the more efficient
method to genre a simulated population, considaghedonger process that is necessary to
genre a mixed population rather than a populatasetl on one distribution only.

4.1.2.4 Bias from the sample reference parameter

Table 4.5 shows the gained precision of a certampding selection method versus the
precision of the simulated population. This time taference parameter is computed on the
selected wholesale sample and not on the frameerefe parameter.

% differences from sample reference parameter
SRS Systematic Sampling AVERAGE

Simulated Not - Not e

population stratified Stratified stratified Stratified

Mixed 5.19 6.13 5.25 6.16 5.68
Normal -0.95 -0.41 -1.08 -0.44 -0.72
Lognormal 11.16 11.54 11.23 11.56 11.37
Weibull -2.07 -1.58 -2.20 -1.44 -1.82

Table 4.5— Percentage differences of the sampling averagaesthe sample reference parameter (wholesale

selected sample).

Looking to the last column of Table 4.5 (the averaas for each simulated population) we
notice that the two generated populations moreectoghe reference parameter computed
on the sample’s data are the Weibull (-1.82%) andst of all, the normal distributed
population (-0.72%): they both present an undaregion of the parameter.

If, for the Weibull distributed population, with reot-stratified sampling selection method
the underestimation is more than 2 percentage $¢i2t07% for the SRS, -2.20% for the
systematic sampling), using a stratification sétectnethod we get parameters more close
to the sampling data: in fact we have more prees@mates of about 0.49 percentage
points (for SRS) and of about 0.76 (for systematmpling). The same happens for the
normally distributed generated population: we gdtigher precision of 0.54 (for SRS)
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rather than 0.64 (for systematic sampling) pergmiaoints using the stratification in the
sampling selection methods.

On the other hand, the population generated witlgaormal distribution overestimates the
sample reference parameter of 11.37 percentagetspoiihe bias are quite similar
considering all the kind of selection methods, thi$ time, using a stratified method of
selection, we get a bias a little bit higher (Of#8centage points for the SRS, 0.33 for the
systematic sampling).

The higher bias of the parameters computed onatpeokrmally distributed population can
be attributed to the specific conformation of tbgrormal distribution used to generate the
data. To have a confirmation of the asymmetry oa tight side of the lognormal
distribution in comparison with the normal distriion, see Graph 3.11; in this last graph,
the right peak is the one of the lognormal gendraédios. The graph shows clearly the
high influence of the lognormally distributed cella fact, the weight of the lognormal
distribution in the definition of the “mixed” dishuted populatioff brings to obtain
overestimated average parameters selecting sanfples the “mixed” distributed
population too (an average overestimation of 5.68%)rthermore, for the “mixed”
distributed population the bias is higher if we asgtratified selecting method (+0.97% for
SRS, +0.91% for the systematic sampling).

4.1.2.5 The biggest units effect

It's also interesting to notice the different demyr@f bias that is obtained comparing the
average parameters computed selecting samplestfrertmixed” distributed population
and the sample reference parameter (on one haddhanframe reference parameter (on
the other hand). These differences are shown iteTab. The average bias of the samples’
parameter from the frame reference parameter ierdw0.29%) than the bias from the
wholesale sample’s reference parameter (+5.68%g.diffierence can be attributed to the
different kind of units that we can find in the Wdsale sample rather than in the frame

population.

The 72.9% of the cells has a lognormal distributiee par. 3.2.6.

79



% differences from reference parameter

SRS Systematic Sampling
Simulated Not - Not -
population: MIXED stratified Stratified stratified Stratified AVERAEE
Sample reference +5.19 +6.13 +5.25 +6.16 +5.68
parameter
Frame reference 0.17 +0.72 -0.12 +0.75 +0.29
parameter

Table 4.6— Percentage differences of the sampling averagesthe sample and frame reference parameters.

In fact, the wholesale sample is selected from fitene population using a PPS
(Probability Proportional to Size) sampling selectimetho8® this gives a bigger
probability of selection to the biggest units oé thhame (these are the units with a higher
revenue). Seen that the proportional weight of kingl of units is bigger in the sample, we
can attribute the higher overestimation of the rexfee parameter to the biggest units’
effect. This means that the biggest units have gblyba higher average level of profit
margin ratios, so their margins should vary moenthappens in a frame where the smaller

units are proportionally more numerous.

4.1.2.6 Precision’s improvements with more samples

In the previous paragraph 4.1.1 we told that, tmmate the shown results, we selected
consequentially, using a bootstrap process, a nuofogamples equal to: 1, 2, 5, 10, 50,
200, 500 and 1,000 samples (every sample is madeOB9 units). An average parameter
for each of these groups of samples was computethéamean of all the samples’ profit
margin ratios). This was also done to evaluatectmrergence to the reference parameters
(the one of the frame population or the one conhuate the selected wholesale sample)
selecting a bigger number of samples.

In this paragraph we want to study the gain in gerof precision of the estimated
parameters that we obtain using 1,000 samplesrrdtha 1 sample only, selected with a
certain method (Table 4.7 and Table 4.8).

The Table 4.7 shows the convergence to the averalye of the reference parameter,

computed on the entire simulated population (secand fourth columns) or on the

% For the selection of the sample, the cut-off Rmisselection method is used.
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wholesale selected sample’s preliminary data (taind fifth columns). The improvements

are computed as differences and are expresseddentage points.

No stratification Stratified samples
Improvements in terms of % Improvements in terms of %
points differences from... points differences from...

Sampling Selection Methods Frame par. Sample par. Frame par. Sample par.
/ Population
Simple Random Sampling
Mixed 0.55 0.58 -0.23 -0.24
Normal 0.03 0.03 -0.36 -0.38
Lognormal 0.17 0.18 0.07 0.07
Weibull 0.05 0.05 0.28 0.29
AVERAGE (SRS) 0.20 0.21 -0.06 -0.07
Systematic Sampling
Mixed 0.32 0.34 -0.38 -0.40
Normal 0.50 0.52 -0.05 -0.05
Lognormal 0.04 0.04 0.15 0.15
Weibull 0.59 0.62 -0.43 -0.45
AVERAGE (Systematic) 0.36 0.38 -0.18 -0.19
AVERAGE (GLOBAL) \ 0.28 | 0.30| -0.12 -0.13

Table 4.7— Improvements (in percentage points) of the pracisf the parameter obtained selecting 1,000

rather than 1 samples to compute the samples’ mean.

This means, for example, that using a simple rangsampling on a “mixed” population we
obtain a higher precision (of 0.55 percentage gopinbmpared to the frame reference
parameter) computing the average value on 1,00@lsamather than on 1 sample only.
The precision’s improvement is of 0.58 points, & are referring to the sample’s reference
parameter.

On the other side, if we select 1,000 samplesgratian 1 sample only, from a “mixed”
population, we don’t obtain any convergence: tles lis higher of 0.23 percentage point (-
0.23), if we consider the frame’s reference parameind of 0.24 percentage points (-0.24),
if we consider the sample’s reference parameter.

Taking a look to the average of the four simulapeghulations by sampling selection
method (Table 4.7), we can notice that we get gororement of about 0.3 percentage

points in the precision of the parameter if we darse the stratification; furthermore the
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precision is improved of other about 0.15 percemtagints if we use the systematic
sampling rather than the SRS. At this regard, ttagiied sampling selection methods have
an opposite behaviour. In these cases we loogernms of precision, about 0.6 percentage
points with the SRS, and about 0.18 percentagetpainth the stratified systematic

sampling.

To test if the kind of sampled population influesdbe improvement that is possible to

obtain going from 1 to 1,000 selected samples, aveabserve the data shown in Table 4.8.

% differences

from reference parameter
Population Improvement
Mixed 0.55
Normal 0.03
Lognormal 0.17
Weibull 0.05
AVERAGE (SRS) 0.20

Table 4.8— Improvements (in percentage points) of the precisf the average obtained using 1,000 rather

than 1 selected samples by simulated population.

The maximum improvement is obtained with the “mikgpulation (0.55 percentage
points). Selecting 1,000 samples rather than 1 kaordy from the normal and the Weibull
population seems to bring to a very small improveim@espectively, 0.03 and 0.05

percentage points).

Generally speaking, in no one of the examined c#éisee seems to be a significant
improvement in the precision (or convergence) & #stimated parameter if we select
1,000 samples, rather than 1 sample. This bringeeconclusion that selecting a higher
number of samples, usually doesn’t allow to obtaétter results. In some cases (using
stratified sampling methods for the “mixed” and mat population, for example) we even
obtain a little bit higher bias.

These data contribute to prove the reliabilityleé ised sampling selection methods (SRS

and systematic): in fact, seen that the convergémtke real value of the parameter is so
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slow and small, we can conclude that one sampleisrdiready representative of the target
population and selecting a much more bigger nundiesamples doesn’t affect in a
remarkably way the precision of the results: theromement goes from 0.03 to 0.62 max
percentage points (if we don’t use any stratifmatiand, in terms of lost precision, from

0.38 max to 0.05 min points (with stratified samplselection method¥)

4.2 Bias of the different PPS selection methods

The aim of this second phase of the analysis ignerstand which is the probability
proportional to size sample selection method thaild/bring to better estimates, using the
simulated populations generated in chapter 3.

The methodology is the same introduced in par(geé par. 4.1.1): a bootstrap process was
applied, with the selection of a number of samplgsal to 1, 2, 5, 10, 50, 200, 500, 1,000
(each sample is made by 1,000 units) and the catipni for each of these samples’
groups, of an average value of the simulated pnaditgin ratios.

To select these samples the different probabilitypprtional to size sampling selecting
methods are used (they will be briefly introducedhe par. 4.2.1). This was done because
the original sample (the surveyed wholesale sampdes) selected using the cut-off Poisson
sampling, that is a probability proportional toessampling method.

If the main aim of the previous paragraph 4.1 westest of the generated population and
the gain in terms of convergence using numerouspyod samples, this paragraph has the
objective to understand if any other method is mmrable better than the one actually used

to select the sample for the survey.

56 See Table 4.7 for details.
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4.2.1 PPS sampling selecting methods

The Probability Proportional to Size (PPS) samphmgthods used to select the samples of
the groups seen above are: PPS, PPS-stratifiedsy®&natic, PPS systematic-stratified,
PPS sequential random sampling, SPS (SequentiatdtoiSampling). They'll be briefly
introduced in the following paragraphs (4.2.1.2.8.2,4.2.1.3,4.2.1.4,4.2.1.5, 4.2.1.6).

4211 PPS (Probability Proportional to Size)

The sampling units are selected without repetiaod with probability proportional to a
size variable, that we identify with the revenulisTmeans that the units characterized by a
bigger size have a bigger probability of being steld.

At the first step of the sample selection (as happer the selection of the wholesale
sample), the units with relative size bigger tham dre classified a3A (Take Al) units.

The relative size of" unit is the ratio of the size of that unit (tveaue,rev) on the total

size of the units of the population (the total rave of the frame populatiori(revi))m:

rev

> (rev)’

relativesizdi) =

After the first group of TA units is identified, eélrelative size of the remaining units are
computed again to eventually identify further grewgd TAs; this process is applied until
no more TA units are found.

After the identification of all the TA units, a safa of a fixed size is selected between the
remaining units, calledS (Take Someunits. If, for example, the sample sizekiand the
number of TA units ig), the number of units to select from the group 8fi3m (wherem

=k —g). The selection ofm units in the TS group is done with probability poctional to
size. This means that the bigger units (the onessalhave a bigger revenue) have a bigger

probability of selection.

87 For further details about the selection of TA sngtee Cochran (1977) and Madow (1949).
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This algorithm of selection was introduced by Haw1967) and Vijayan (1968)

4.2.1.2 PPS/Stratified
The sampling selection method is similar to the exglained in the par. 4.2.1.1. The only
difference is that the units are firstly stratifieg 4-digits NAICS code. This means that the
iterative identification of the TA and the TS unissdone inside the single cell (identified
by NAICS). In this way, the relative size of tH2 unit of thej™ cell is computed in the
following way:

rev.

relativesize(ij)= W ,
i

where: rey; is the revenue of thid" unit of thej™ cell andZ(revij) is the sum of all the

revenues of the units belonging to jfieell.

Thei™ unit of thej™ cell is considered a TA unit, if its relative sizebigger than (M),
wheren; is the sample size of thi8 cell.

For this sampling selection method, each of thedlls has a constant sample size equal to
40 units (1,000 units of the global sample divitbgd5 cells).

4.2.1.3 PPS - Systematic

The probability proportional to size sampling mettselects randomly the ordered ufiits
with a fixed sampling interval. The probability sélection is proportional to the size of
each unit (that is to its revenue). This methodkaan a way similar to the systematic
sampling, but, depending on the size, each unitbeaselected more than once. The units
selected more than once are classified as TA Udasalso in this case the selection of the
sample is divided into two different phases: thestfione is finalized to the recursive

selection of the TA units. The second phase seleitiisa PPS systematic method, between

% For further details, see also Fox (1989), Goln{a800), Watts (1991) and the SAS’ User Manual (SAS
Institute, Inc., 2004).

% The units are ordered by the revenue variableygusieCONTROLoption of theSURVEYSELECBAS
procedure.

85



the TS units’ group, a number of unit equal to fihal sample size, minus the number of
TA units already identified, that are included ®falilt in the sample.

4.2.1.4 PPS - Systematic/Stratified

This method works similarly to the previous oner(ga2.1.3), but the identification of the
TA units (the ones identified more than once) amel PPS systematic selection of the
remaining units within the TS units is done consitg a stratification by cells (that is by
4-digits NAICS). The sample size for each cell@suits.

4215 PPS - Sequential random sampling

Ordering the units by revenue classes, we usedobapilistic version of the Chromy
selection method (1988) This method selects randomly the first unit wittobability
proportional to size; this selection is done witaihthe units of the population or within
the strata’s units, if we are using a stratifiedsi@n of the method. Starting from this point
(inside the whole population or inside a certanatsl), all the remaining ordered units are
numbered. The population (or each stratum) iseéckas it was a loop, so that the selection,
once the units are finished, can start again frbe leginning of the same group (the
population or the stratum). The selection is witbbability proportional to size, sequential
and with minimum replacement of the sampling dhitSimilarly to the previous presented
methods (4.2.1.3 and 4.2.1.4), one unit can bectselg(within the entire population or
within a certain strata) more than once (this mehas the corresponding number of hits
could be bigger than 1). The units with a numbehité bigger than 1 are considered TA
units, while the other units are considered f'S.

0 See Chromy (1978).

" “Selection with minimum replacement means thatitteal number of hits for a unit can equal the gate
part of the expected number of hits for that umitthe next largest integer. This can be compacesktection
without replacement, where each unit can be sedemtdy once, so the number of hits can equal Onex dhe
other alternative is selection with replacementgventhere is no restriction on the number of hits gach
unit, so the number of hits can equal 0, 1, ,,,.where Ris the ' stratum sample size* Source: SAS’ User
Manual (SAS Institute Inc., 2004).

2 For further details about Chromy selection mettss# Chromy (1979), Williams and Chromy (1980) and
the SAS’ User Manual (SAS Institute Inc., 2004).
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4.2.1.6 SPS (Sequential Poisson Sampling)

The Sequential Poisson Sampling method (SPS) beltanthe probability proportional to
size methods’ family: the bigger urfithave a bigger probability of being selected.

The sequential Poisson sampling is a version ofPthisson sampling methd and the
main difference (that is also one of its advantageshat the sample size is not a random
value.

We will now explain briefly how the SPS method wark

Using an auxiliary dimensional variable (the rev@ntne probabilities of inclusion can be

computed, for each uniti = 1, 2, ...,N), in the following way:
7 =nir,
X

wherer; is the probability of inclusiom is the sample size; is the size variable for th&

unit andX is the sum of the size variable among allXhenits of the population, that is:

Usually some units have a probability of selectbgger than 14 > 1). These units are
considered as TA. The TAs are the units considarere representative of the population
and they're inserted in the sample by default.

After the first selection of TA units, the probatis of selection are computed again
among the remaining units to check if other TA sirare found. This identification is
recursively done until no more TAs are selectethepopulation.

When no more TA units are selected, we get a defngroup of TA and another group
made of TS units.

The sample’s selection process goes on with thergéian of a random number for edth
unit:

RN.

This number has uniform distribution in the intdn1 and is used to compute a

transformed value), for each™ unit:

3 Also in this case the size variable is considénedevenue.
" For more details about the Poisson method, seel8ket al. (1992).
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Thei™ unit is inserted in the sample if the followingneiition is verified:
& <n.

This means that theunits with smallet; values are inserted in the sample.

The sequential Poisson sampling selection methotbisidered very important in our
analysis, because is the one used to select tkefanithe wholesale survey. So the results
of the application of this method of selection via# compared to the ones obtained with
the other probability proportional to size methadsoutline the relative efficiency of the

different selection methods.

4.2.2 Results

In the Table 4.9 there are the percentage diffe®i€ the average computed on the groups
of samples (selected from the different simulatezpytations) from the reference
parameters. In the second and in the fourth coltivare are the percentage differences of
the averages from the frame reference parametempig®d on the whole frame
population), while in the third and fifth columnetisame differences are computed from the
sample reference parameter (obtained from the whtdeobserved sample’s data). The
results are split by sampling selection method rfathods are probability proportional to
size). In the second and in the third column treuilts are referred to selection methods
applied without stratification, while in the lastd columns the sampling selection was
made using a stratification by 4 digits NAICS.

If we consider the differences of the applied mdthave can notice that, at an average
level, the stratification of the units of the frarpepulation brings to better results only
when we use the PPS-Systematic sampling method/619%% of average bias with the
stratification versus 1.55/7.01% obtained withosihg strata. In the PPS and in the PPS-

S For further details about the sequential Poissimpding method, see Sarndal et al. (1992) and Gflss
(1990 and 1998).
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No stratification Stratification
% average differences from... | % average differences from...
Frame par. |Samp|e par. Frame par. |Sample par.
PPS (Probability Proportional to Size)
Mixed 6.91 12.65 7.13 12.89
Normal -5.15 -0.06 -5.03 0.07
Lognormal 10.10 16.02 10.22 16.14
Weibull -5.77 -0.71 -5.55 -0.48
AVERAGE 1.52 6.98 1.69 7.16
PPS — Systematic
Mixed 7.02 12.77 6.84 12.58
Normal -5.00 0.10 -5.06 0.04
Lognormal 10.07 15.99 10.02 15.93
Weibull -5.88 -0.83 -5.75 -0.69
AVERAGE 1.55 7.01 1.51 6.97
PPS — Sequential
Mixed 6.90 12.64 6.90 12.64
Normal -5.04 0.06 -4.91 0.20
Lognormal 10.01 15.92 10.06 15.98
Weibull -5.86 -0.80 -5.74 -0.67
AVERAGE 1.50 6.96 1.58 7.04
SPS (Sequential Poisson Sampling)
Mixed 7.61 13.39
Normal -4.73 0.38
Lognormal 10.75 16.70
Weibull -6.05 -1.00
AVERAGE 1.89 7.37

Table 4.9— Average percentage differences from the framelamdample reference parameters by sampling

methods and by used population.

% average differences % average differences Improvements
from frame’s parameter from sample’s parameter (stratific. — no stratific.)
No - No I Frame ref. | Sample ref.
e Stratification e Stratification
stratification stratification parameter parameter
Mixed 6.94 6.95 12.70 12.69 0.01 0.01
Normal -5.06 -5.00 0.10 0.04 0.06 0.07
Lognormal 10.06 10.10 16.02 15.98 0.04 0.04
Weibull -5.84 -5.68 -0.61 -0.78 0.16 0.17
AVERAGE 1.53 1.59 7.05 6.98 0.07 0.07

Table 4.10- Average percentage differences from the frametlamdample reference parameters by used

population (all probability proportional to size tneds).
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Sequential method the average bias is bigger ifuge strata: respectively 1.69/7.16%
versus 1.52/6.98% for PPS and 1.58/7.04% versu¥6l%% for PPS-Sequential. In all
the cases the precision we obtained using or metsthatification is quite similar: the
differences, in percentage terms, are small. Thisclasion is confirmed from the
following Table 4.10, where the averages differaniog kind of population are shown. In
the last two columns of the table we can see theep&gage improvements we can obtain
using the stratification in the different selectiomethods by kind of population. The
average improvement is 0.07%: the maximum one iwimdble with the Weibull
population (0.16/0.17%), the minimum with “mixed3gulation (0.01/0.01%).

Coming back to Table 4.9, other considerationskEdone considering the subdivision of
the table, to evaluate the relative degree of pratiof the different sampling selection
methods. At an average level, comparing the averagth the sample and the frame
reference parameters, we can notice an overestimafi about 1.5% (1.52 for PPS, 1.55
for PPS-Sys., 1.50 for PPS-Seq., 1.51 for theif¢@tPPS-Sys., 1.58 for the stratified
PPS-Seq.). The over estimation is bigger for tregifed PPS (1.69%), but the biggest one
is obtained with the SPS method (1.89%).

This could make us believe that the SPS samplirthodds the one that has less precision.
Nevertheless, the main objective of the surveyistudy the biggest units of the frame
population, the ones whose have the biggest inflel@m the evolutions of the prices (and
of the profit margin) in a certain market. We athgdold about the conclusion that the
biggest units are probably characterized by biggesfit margin ratio®. The 1.89%
average overestimation (the biggest one) of thedisa reference parameter means that,
thanks to the SPS method, we can select the panedfrget population more interesting

for our research, that is the group of biggestsunit

Looking to the more detailed data of Table 4.9 notice that the precision of the sampling
methods varies a lot basing on the kind of simdigkepulation used for the selection of the
sample. In fact, the selection of samples frommautated population generated with normal
distribution brings to an average bias of about {&%m -4.91 min, excluding the SPS’ -

® See paragraph 4.1.2.5.
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4.73, to -5.15 max). A little bit higher (for alhé sampling selection methods) is the
underestimation of the samples selected from alatedi Weibull population (from -5.55
to -5.88, the SPS’ -6.05 excluded). Extracting dasygrom the lognormal generated
population, we obtain an average overestimatioaboiut 10% (10.75% for the SPS). The
mixed distribution is conditioned from the heavyegence of cells with a lognormal
distribution, and for this reason there is an ageraverestimation of about 6.9/7% (7.61%
for the SPS).

All this can bring to the first general conclusitine kind of probability proportional to size
sample selection method chosen to select the sasoplen’'t affect much the precision of
the parameter object of study. A similar situatibe shown by the results of sample
selection methods applied using or not the steatifon of sampling units. The stratification
doesn't affect considerably the precision of thengstes. The factor that seems to affect
the precision of the results most is the kind afgedure used to generate the simulated
population.

Generally speaking (Table 4.9) the smaller perggntaias is obtained extracting samples
from the normal or from the Weibull population {mo5% to -6%), while using a “mixed”
population the bias is positive (overestimation tbé parameter of about 6/7%); the
maximum bias is the one obtained with lognormalistributed population (more than
10%).

The results seen above, in terms of bias, arerdiitef we consider the differences from
the wholesale sample’s reference parameter shoviineisame Table 4.9 (third and fifth
column). The precision is very high for samplesstd from the normally distributed
generated population: the maximum bias is the obwimed with the SPS method
(+0.38%) and the maximum precision is obtained whike stratified PPS-Systematic
method (overestimation of +0.04% only). Extractsamples from the Weibull distributed
population makes the bias grow up a little bit,naat minimum underestimation of -0.48%
(obtained with the PPS stratified method) and aimam of -1% (SPS). Higher bias is
obtained considering the “mixed” distribution, thebetween +12.58% and +12.89%, with
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a peak corresponding to the SPS selection (+ 13.3BB&se highly distorted averages are
extremely conditioned by the high bias obtainednfrine simulated population generated
with a lognormal distribution (an overestimationaifout 16% of the wholesale sample’s
parameter).

This high bias of the lognormal simulated populatean be seen as the cumulative effect
of the asymmetrical distribution we are considefingnd of the proportional to size
selection methods that we ugéd

The wholesale sample used to generate the simufaipdlations was selected with a
probability proportional to size selection meth&een this, the samples selected with the
PPS methods should be closer to the sample’s thdretframe’s reference parameter. But
this doesn’t happen, apparently, if we take a lmolhe averages of the four populations for
each method. The reason is that, in the compavigibnthe frame reference parameter, the
underestimation (about -5%,-6%) obtained from toemal and Weibull distribution is
useful to compensate the overestimation obtaingd thie lognormal (about +10%) and
with “mixed” (about +7%) populations. This doesh@ppen if the comparison is made
with the sample reference parameter: the normaNdeitbull populations have a small bias
(between -1% and +0.38%) that is not enough to emsgte the highly distorted results of

the “mixed” and lognormal populations (respectiyagout 12.6% and 16%).

The previous results by sampling methods and lsreete parameters are summed up in
the Table 4.11.

This table shows the average differences by kingdopiulation; this, as we already told, is
the factor that influences most the bias of theltesin the table there are the averages of
all the differences (by PPS sampling methods anth war without stratification),
considering both the differences from the sample’gl from the frame’s reference

parameters.

" The lognormal distribution (the prevalent one ahd most important in the definition of the “mixed”
distribution) is asymmetric on the right, in comipan with the normal distribution (symmetrical).

® We already told that the biggest units (the ondmse have a bigger probability of selection) are
characterized by bigger profit margins ratios.
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Distribution of % average
simulated differences from
population reference parameters
Mixed 9.82
Normal -2.48
Lognormal 13.04
Weibull -3.23
AVERAGE 4.29

Table 4.11- Average percentage differences from the referpace@meters by population (all probability

proportional to size methods, with and withouttifiiation, compared to both the reference pararsgte

4.3 Some preliminary conclusion about the process of geration

In this paragraph we will discuss schematically sognidence underlined by the results
shown in the previous paragraphs.

About the simulated population process, the mairt p& the efficiency (in term of
discrepancy between the average level of the randsthe reference parameters) is due to
the process used to generate the population @hheikind of distribution attributed to the
cell of the simulated population).

This means that, if we generate a population with hormal or with the Weibull
distribution for each cell, we usually get an urd@imation of the level of the profit margin
ratios. On the contrary, if we use a populatiosiofulated profit margin ratios generated as
they have a lognormal distribution in all the celle obtain an overestimation of the level
of the variable. The heavy presence of the lognbdis&ribution in the generation process
used for the “mixed” distribution, also affects dkeresults bringing to have an
overestimation of the level of profit margin ratios

The overestimation obtained with the “mixed” andhathe lognormal populations is due to
the asymmetry on the right of the lognormal disttibn; but it is also marked when we use
a probability proportional to size sampling selectmethod.

The results show also which is the generated ptpualéhat gives estimates more close to

the reference parameter we are interested: if wsider the wholesale sample’s reference
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parameter, the best precision is obtainable satpatamples from the normal distributed
simulated population (this was supposed from theg te population was generated).
Using another kind of population, uniformly distited across the different cells, brings to
bias higher of almost 5%. Nevertheless, if we aterested to have results more close to
the frame’s reference parameter, the results stigbesselection of samples from the
“mixed” simulated population.

The first part of the analysis also shows thateffect of selecting bigger units (that is: the
use of a probability proportional to size methodselection) brings to higher average level
of the profit margin ratios.

Other conclusions are more referable to the wayaveuse to improve the quality of the
results (that is the precision of the computed ayes). Selecting 1,000 rather than small
guantity of samples (e.g. 1, 2, 5, 10 samples) fiteensimulated population doesn’t bring
to have a significantly better precision in thareates.

Moreover, if we refer to the random sampling meth(®RS and Systematic sampling) the
stratification of the units by NAICS doesn’t brings significantly better results. And the
Systematic sampling gives a precision quite clogbé one obtained with the SRS.

If we consider the probability proportional to sizampling selection methods, the
Sequential Poisson Sampling it the one that briagsmore distorted estimates, comparing
it to the other methods of the same kind. This estmation is particularly high
considering the bias of the estimates from the edale sample’s reference parameter. This
is probably caused by the absence (and the propatly less weight) of the smaller units
of the frame. In fact, the bigger units seem telharacterized, at a general level, by higher
profit margin ratios.

The other PPS selection methods (PPS, PPS-SysteR&5-Sequential) have a similar
bias from the value of the reference parameters,thee highest precision is the one

registered using the PPS-Sequential, without ugiagtratification by NAICS.
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5 From profit margin ratios to price indexes

The aim of this chapter is to explain the compotatf the price indexes (at a various level
of aggregation) from the original data (the obsedrpeces). Usually the process used by
most of the statistical agencies starts computmglementary version of the price indexes
(using the prices’ data); afterwards, the procem®putes weighted averages using, as
weights, a size variable (for example the estabiesfit revenue). This brings to more

aggregate level of indexes for groups of unitssifeesl according to some criteria: trade

group, sector, national level.

The process will be synthetically explained stepstgp from the micro elementary index

level (par. 5.1) to a more aggregate level (p&); $he economic and the sampling weights
(par. 5.2.1 and 5.2.2) will be also introduced.

5.1 Micro elementary indexes

The first step to obtain the higher level priceards starting from the computation of a
micro elementary index, that, in our case, is atexncomputed for each establishment of
the selected sample. An establishment is a fiestisin unit and for each establishment the
prices of three different representative produsésgndary stadium units) were collected.

The first phase to compute the elementary micrexnd the computation of a synthesis of
the observed prices by establishment. By compuwisgnple geometric unweighted mean
of the primary stadium units (the three observedegrof the selected products) we obtain

an index calledevon’s index
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In the formula 5.1:

« gis theg" product of a certain establishmériy = 1, 2, 3),

» tisthe actual time,

« 'p? is the price of the produgtof the establishmeitobserved at timg
* bis the base time of reference,

« 'p? is the price of the produgtof the establishmeitobserved at timb,

» k= 3is the number of selected products for eatdbshment.

From the formula 5.1 it's easy to understand thataan compute (obtaining the same
results) the unweighted geometric mean of thegatfdhe observed prices in the titrend

b or the unweighted geometric mean of the simplexndomputed with the prices of a
single product (bRg):

_p
R= o
The Jevon’s index is introduced as a method to coenglementary price indexes by
Producer Price Index Manual (International Monetaund, 2004).
Other ways to compute elementary price indexesfarexample, the Carli’s index and the
Dutot’s index.
Carli’'s index is computed as the unweighted avemafge products’ simple index of a

fixed establishmernt

" The definitions of all the terms used in the folmare the same of formula 5.1 explained above (the
Jevon’s index). Basing on an economic approaclsausision about the choice of Carli's index rathean of
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Dutot’s index is computed as the ratio of the angtic means of the prices in the two
considered times:
1,
k"
iI D = g=1
b't 1 K

IS
oz ™

g=1

80

The Jevon’s index is one of the best index, fromagiomatic viewpoint; it is better, for
example, than the Carli’'s and the Dutot’s indexesause it has some properties that these
lasts indexes don’t have (for details, see par.1Bo? Producer Price Index Manual, p. 218-
219Y). Furthermore the Jevon’s index is supposed te giod estimates of the ideal index
when the revenue’s shares of the considered estaldints remain constant from time to
time (Producer Price Index Manual, par. B.2.2,59-22F2).

Nevertheless, usually the choice of the best irafeuld be done considering the kind of
products used to compute the elementary aggregates.

For further information about the Jevons index imgroperties and about the computation
of other elementary micro-index, see also: the Bo&eport (Advisory Commission to
Study the Consumer Price Index, 1996), the Profuicte Index Manual (International
Monetary Fund, 2004) and Patak and Rais (2005).

The second phase to compute a higher-level prickexinis the aggregation of the
elementary indexes (like, for examples, indexesmded with the Jevon’s formula), to
obtain a monthly index by NAICS and, subsequentiby,compute the whole business

sector’s index (the wholesalers for services) mattonal level.

Jevon’s index in different contexts could be fouindthe Producer Price Index Manual (International
Monetary Fund, 2004, p. 219-221).

8 The definitions of all the terms used in the folmare the same of the Jevon's index formula (5.1)
explained above.

8 |nternational Monetary Fund (2004).

8 |nternational Monetary Fund (2004).
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5.2 Aggregate index

An aggregate index, also called “higher-level indéx usually built starting from an
aggregation of elementary indexes (or a “lowerd@veex”) using some kind of weighting
variable (usually the revenue). In fact, this ie thefinition of an aggregate index of the
“Producer Price Index Manual” (par. C2, p. 230)hé higher-level indexes are calculated
simply as weighted arithmetic averages of the eféamg price indexe$®,

Once again, the system of weights is consideredetenue of a specific establishment (or
of a specific group of establishment). It's clelattthese kind of relative weights change
from time to time. So, sometimes it's necessarypoate the weighting system. Some
countries’ statistical agencies update the weightstem every year (to estimate as close as
possible the product’s evolutions and the marksitiares), and some other don’t change

them for many years, but the “Producer Price Intéanual™

suggest to update the
weights every five years only.

The computation of the aggregeé®®PI (Services Producer Price Indeis based on the
Laspeyres’ methodology, using two different kindsmeights to aggregate the elementary

indexes: the economic weights and the samplinghtgig

5.2.1 Economic weights

If we usei to indicate the" statistical uniti(= 1, 2, ...,n), and . Z, to indicate the

economic weights of th&' unit of theh™ stratum at the time the formula used to compute
the economic weights for the umniat the time is:

— t-1%h
z, — _t=1%h
t t—lxh

where:

8 |nternational Monetary Fund (2004).
8 |nternational Monetary Fund (2004).
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« X, is the annual revenue of tif¢ establishment of the stratumin the previous
year (-1);
X, is the total revenue generated by all the survesgdblishments of thie

stratum in the previous year) 2

This is a generally valid formula: the annual rawerof the establishment (the revenue
variable %’ in the formula) is the system of weights ofteredidy statistical agencies to
evaluate the weight of the statistical units cormuthe Service Producer Price Index
(SPPI). Usually this kind of weight could be reésfito the market’'s shares of the current
year (). However, sometimes, for some SPPI componengsetdonomic weights of the
present year are not available; in these case® (& case shown from the formula) the
economic weights referred to a previous timag)(are used, assuming them as correlated to
economic weights of the current tirhe

Using the economic weights for the computationhef higher-level index means that the
bigger units have weights proportional to theires{zvhere the size is indicated by the
revenue of the unit).

5.2.2 Sampling weights

The sampling weights, computed for each establisiyage the inverse of the probability
of selection %):

In the previous formula:
* Wy is the sampling weight of the establishmieat stratumh,
* myis the number of unit of the" stratum,

* 7 IS the probability of inclusion of the unibf the stratuntn;

8 In our case, for the 2006 wholesale survey, tlé52@venue data are used.
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* .., X, is the total revenue obtained in the previous \year(in our case we are
considering the 2005's data), by all the establishinof then™ stratum.
* ... X%, Is the annual revenue of the establishmesftthe ™ stratum in the previous

yeart-1 (2005);

In the wholesale survey the probability of inclusis given by the Poisson’s sampling
selection method and gives bigger weight to thgdiginits of the sample.
The effect of the sampling weights compensategtiomomic weight’s effect; this last one

would give a proportionally bigger importance te #maller units.

5.2.3 Computation of aggregate indexes

Once the Jevon’s inde@g‘lf) or any other kind of elementary index is computesing the
economic weightfw, )% and the sampling weights referred to a certain ydaz, ), we
can obtain the aggregate index for the stratffhas shown in the following formula 5.2:
X PR TANANE
ol = E————. 5.2
2 Wi [
i=1

This weighted average is a micro-index for tfestratum.
In the formula:

* nyis the number of units included in stratm

* Wi is the sampling weight of the establishmieat stratumh,

« .z, is the economic weight of th& unit at the timet (computed using a size

variable, that is the revenue, referred to theiptessyear),

« J17 is the elementary index of the establishniditttroduced in par. 5.1).

8 The economic weights were introduced in par. 5.2.1
87 The sampling weights were introduced (using tivemee of the previous yeag,) in par. 5.2.2.
8 A stratum is usually referred to a specific NAICS.
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If we write in a more extended way the producthef weights seen in the previous formula
of the micro index, we obtain:
Wy, [, = X GHA = 1 .

nhm—lxih t—lxh r]h
So we can conclude that usually the economic weight the sampling weights simplify,
if they both are function of the same variable (teeenue, in this case). Nevertheless, this
simplification is not always possible. In our resba for example, there is a further
adjustment of the sampling weights due to the mgssalues, so the simplification is not

feasible.

When there are no adjustments and it's possib&nplify the weights in the way shown

above, the index of the" stratum is a simple (or unweighted) arithmeticrage of the

elementary indexegP . Already mentioned in par. 5.1, this index, islahICarli’'s index

cr
)
M Ny
I |
2R 2R
Clh: i=1 =1
b't

Carli's indexX® 5.3

Ny = n
1 h
2

In the Carli's formula:

« JP is the prices’ elementary index of the establishimén the timet (it compares
the prices in time to prices in the base tin®; this index can be, for example, an

elementary Jevon’s indel1? ).

* n, is the number of the establishments in the stratum

So, if we substitute the general elementary indecsiula, we obtain:

8 The index is introduced as one of the possiblméda reliable to compute elementary price indexethb
Producer Price Index Manual (International Moneteumd, 2004).
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where:

« 'p is the price of a general product of the estabiishti in the timet;
+ 'p, is the price of a general product of the estabiistiti in the base timb;

* n, is the number of the establishments in the strdtum

Seen this, for the computation of Carli’s indexaaa’t need to use economic weights.

5.2.3.1 More aggregate indexes

The general indexes of all the considered strataen abovéb fth) % can be aggregated at a
more general level.

If we use the economic weights of the strata, we @ampute, for example, the general

index of the trade groupqg) or of the economic sector.

The economic weight for the" stratum is:

Ny
« X, =YX, is the sum of the revenues in tifestratunt’;

i=1
* 1y is the number of units in thdl strata;

. th = X, Is the total revenue of all the considered strata.
h

The general index of the trade grotig) € is computed using the following formula:

Ph=1,2, ..., 25 (we remember that we are using 250%Acodes in our research).
91 ;
i=1,2,..,25.
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where:
* tgis the considered trade group,
* z, is the economic weight of the stratum of theg trade group,

. bfth is the aggregate micro index for strathrseen in previous formula 5.2,

h=1, 2, ...,m(wheremis the number of the strata in the consideredetigdup

tg).

Using a similar way of aggregation for enterprisgrgups, we can obtain a national prices’

index. If X is the national revenueX,, is the total revenue of a certain trade gragpgnd

z, is the economic weight of the trade grdgpthe national index can be computed in the

following way:

blAt = ZZ[gblttg ]
2%
where:

_xlg
Ztg_ X .

2 An analogous formula can be used for a specifitos@r for other kind of groups of units.

103






6 Further researches: data issues and imputation metuds

application

This chapter studies some issues related to treegiatlity and some methods commonly
used to improve the quality of collected data.

In the first paragraph (6.1) the main data issues the research’s plans will be shortly
presented; in the paragraph 6.2 the classificatiod the different kind of imputation
methodologies will be introduced together with sariteria to measure their effects on the
data (par. 6.3).

6.1 Data quality issues

We already mentioned (par. 2.4 and chapter 5)thieatollected preliminary data had some
quality challenges. The two main aspects are tkesgmce of missing data and of outlier

values.

Both the issues are extremely important. And thighy the preliminary collected data are

subsequently being reviewed by Price Division. @e band, the presence of missing data
can condition the quality of the estimates causimpnresponse bias; this challenge is very
important, especially when the missing responsesancentrated in a specific category of
respondents of the sample/target population. Onother hand, also the presence of
outliers can bring to strong biased estimates, umxdhe outlier values have a strong
impact on the synthesis parameters.

The missing data and the outlier values were excludom the data processing shown in

the previous chapters, where we generated andltagtgnulated population. Nevertheless,
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an in-depth study of these units is extremely irtgodr to improve the quality of the
estimates.

Imputation methods can be useful to study the ssugler investigation. We can test the
different kind of imputation methods to find ouetimost appropriate for the data we are
working on (which is the best imputation methodgoofit margin ratios’ data?).

Once the most appropriate method of imputatiorhasen, we can solve the thinning of the
sample caused by missing data and we can get mlable estimates.

Moreover, we can use imputation methods to impatees whose would substitute the
observed outlier values. In this way we can undesihat’s the impact of the outliers on
the estimated index and we can also get more gr&ssmates of the parameter we are
interested to.

But imputation methods could also be useful to ustdad and measure the impact of the
biggest units on the estimaté$what’s the impact of the biggest units on theslenf the
index and on its variance?). We can gain this eilvecfor example, selecting the biggest
units and imputing the observed values, as they wessing and without considering their

size, to evaluate the impact on the estimates.

Our study of the outliers, of the missing data ahthe impact of the biggest units on the
estimates is a simulation study because it is baedtie study of the simulated population
we generated. The results of this study are supptsebe of a general interest and
applicable to various other contexts.

Our study is planned as an experimental analysis.fdllowing factors are experimentally
changed: the criteria to identify the outliers, thgutation methods, the units’ size (the

bigger rather than the smaller units). Their imgacthe final estimates is then evaluated.

The study’s strategy can be summarized in theviolig points:
* Random selection of some missing units/outlierpdemlly between the biggest

units);

% We remember that the biggest units are considémeanes with probability of selection equal ordeig
than one £, > 1, wherer is the probability of inclusion in the sample bét™ establishment of thie" group
ofunits;i=1,2,...n,,h=1,2,...Kk).
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» Selection of samples with the bootstrap methods/&duate the convergence of the
variance and of the estimated index;

» Computation of index and its variance using différkind of imputation methods
for all the units selected as missing and/or ogtlie

» Comparison with the value of the index computedttos whole simulated frame
population;

» Identification of the more efficient imputation rhetls (evaluation considering the
convergence to the real values of the computedkijnde

» Evaluation of efficacy of all the tested methodsoah term of variance;

» Experimental analysis: impact of the biggest ur(its term of size, that is

considering the revenue) on the index value anthewariance.

The research plan show the fundamental relevantieeaimputations methods, as tools to

improve the data quality: they will be introducedhe next paragraph (6.2).

6.2 The imputation methods

When a survey is conducted, there are often prablehated to the participation and to the

partial compilation to the survey itself. Theseuss are related to the incompleteness of
data files that usually brings to biased resultthenfinal estimates. The non-response bias
due to missing data, in fact, is one of the masnés we have to manage with carrying out
surveys of different kind. It's usually less impant in the administrative data, but becomes
more and more important in other kind of survéys

In the following paragraph the main typologies a$sing data will be presented.

% Mueller et al. (1995).
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6.2.1 Missing data

The missing data are usually classified into twanmzategories corresponding to two
different kinds of nonresponse.

The first one is when we havenresponse unitshese are units who refuse to participate
to the survey, units that are not available or actable, moved or dead people and so on.
The presence of units who refuse to participata gurvey is growing in the last years
(Nordholt, 1998). The presence of non-responseisireven more relevant if we consider
the probability design of the surveys; in factthe probability sample reduces the mean
square error, the problem of low participation sadbecomes very important. Nevertheless,
the main problem related to the nonresponse usithat they are usually selective; this
‘means that the answers of the non-respondentserdiffom the answers of the
respondents®. This problem is also called “selectivity” of resmlents: the respondents
(that is the complete cases) could be not repraseatof the entire population, but only of
a part of it. This is also called a problem of eg@ntativeness of the sample. Consequently
the nonresponse bias grows up as much as the pioputd respondents is different from
the nonrespondents’ one for one or many charatitsrisThe presence of non-response
units or of units not participants to a survey isi@portant issue that usually cannot be
ignored.

The second category of nonresponse is calésd nonresponsgor partial nonresponse
one interviewed unit refuses or can’t answer to onenore of the items proposed in the
survey, but for some other items we get an ansWee. item nonresponse is caused by
different kind of reasons: the interviewed doe&mow which is the right answer, he/she
doesn’t have any opinion about the topic, he/shesd want to answer to that specific
item or to a specific part of the questionnairédshe cannot decide the answer to chose, the
interview is stopped before the end, the answemois valid or incoherent with other

answers given in the questionnaire, and so on.rit&i@ problem related to the item non

% Nordholt (1998).
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response is also that usually this kind of misgilagp are selective. For this reason, we
could get results not representative of the tgogeulation.

The problem of missing data is also important in gpecific research’s field. The missing

data about prices of a certain establishment (orsey of a certain group of establishments)
relative to a certain time not only interrupt thistbrical series of the data, but can also
affect the reliability of the estimates, bringirggliiased results. This problem is even more
serious if the missing data come from the biggestsuIn fact, not only they are more

important (because they are supposed to have miuence on the considered market),
but they also are not so numerous, in the framailptpn, as the smaller units (so the
substitution of a nonresponse unit in the selesgtple could be not so easy, or even

impossible).

In conclusion, generally speaking, if in a dataset have one of the two kinds of
nonresponse (or both of them), we have to manatieconsiderable problems due to these
missing dat&®

Three ways to manage with these problems are pgessanLittle (1988):

1. The first way is to leave the missing data in tagadet giving them a special code.
The disadvantage of this approach is that somestatat software doesn’t process
units that have one or more missing data (thanits with an incomplete line of
information). This means a discard of uncompletegks, and sometimes they could
be numerous. This method, based on the elaboratitire complete response cases
only, is also called “available case method”. Ib&sed on the assumption, usually
not realistic, that the non-respondents are a ettBve subset of the set of all the
units; this means that the respondents are alwaysidered representative of the
target population. If we don’t want to loose too nyaunits, another kind of
suggested approach is to use Maximum LikelihoodML) introduced in Little
(1982) and Little and Rubin (1987) to model theoimplete data.

2. Weighting complete cases, when we have nonrespanitsg is another possible

approach to solve the problem of nonresponse Ilagact, if there are many

% A review of the problem of missing data can be &sind in Madow, Nisselson, Olkin and Rubin (1983)
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nonresponse units, we might have, as told befam@)lgms connected with the
selectivity of respondenfé. To solve this problem is possible to weight the
collected data using some additional informatioautlthe entire population; this is
usually derivable from auxiliary variables, appiapgly chosen basing on the topic
of the survey. In the following analysis the nop@sdent units are not considered,
and the respondents units are re-weighted to calso the weight that
nonrespondents should have in the sample.

3. The third method is the data imputation. Imputatnogthods usually are not used to
handle the nonresponse units (like weighting methbdt the item nonresponse
units’®. This means that not all the answers of a respun@e into a record) are
missing. The imputation has the objective to adfhstresults of a survey for the
presence of this kind of missing data. These methgednerally speaking, usually
replace a missing value in the dataset using atifermation contained in the
incomplete questionnaire (that is answers giverthgy respondent through other
items). The main principle of imputation is to stilose each missing data item with
at least one possible response. In this way wegeaa complete dataset available

for further elaboratiorid.

The “main reason for weighting or imputation in largeirseys is to produce a more
representative rectangular file for analysisiithout missing valueé¥’, even if “the
imputation is not as widely accepted as the tealmiof weighting*°”.

Nordholt (1998) underlined that is always importanthave the choice between non-
imputed and imputed variables: he proposes toereats different datasetSone without
imputations and one including the imputations, ae avithout imputations and one with
the imputations only’(in this way the imputations could be easily adtethe rest of the

" The problems of selectivity and of representatssnare also discussed in Nordholt (1998) andeLittl
(1988).

% That is the second kind of problem seen in thssifi@ation presented above.

% For more details about imputation methods, seetatprila and Ponikowsky (1993, 1995).

100 jttle (1988).

191 Nordholt (1998).
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data). Therefore, it is understandable how is irgmirto have, in both the proposed cases,
a system to flagg the imputed data in the dataset.

The main advantages of imputation methods are linddrby Kalton and Kasprzyk
(1982). First of all, the survey estimates’ biasagsed by missing data are reduced; then is
simpler both to work and to present data, becalsemork is done as all the data were
available and as the dataset was complete and gwithin to estimate population’s
parameters is necessary; thirdly, the results métairom different analyses are consistent.
If advantages are clear, it has to be taken intsideration that the application of this kind
of technique of adjustment generates also soms. isk example, a general method could
not fit well (or in the same way) to every conteatd to every kind of analysis.
Nevertheless, this doesn’'t mean that an adjuststemildn’t be done; this only means that
the adjustments should be carefully developed dwedway to adjust data should be
carefully chosen, considering the context of theeaech and the purposes of the
researchers. To better develop the adjustment guoes,“the data producer should also
communicate the operating characteristics of thpistthent procedure to the user so that
its limitations are clear. Moreovefas already toldmputations should be flagged so that
users have the option of developing their own atdjest™ %

Another defect of imputation methods is that we ggetoverestimation of the precision of
the estimates, when we treat imputed data as cix$elata.

There is also the risk to compare two surveys tiaak different results: one of them with
imputed data and the other one without imputed. d&tene of the differences that could be
found in the results of the two surveys can berrefe both to real inference and to
imputation effect. The risk could be solved by camipg imputed (or non-imputed)
datasets only (Nordholt, 1998).

192 ittle (1988).
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6.2.2 Principles of imputation methods

As already told, generally speaking imputation rodthare based on the concept that, if a
nonresponse item is found, we can obtain somenrdbon about that topic from a set of
other items provided into the questionnaire (or, ledst, another single item). An
appropriate selection of these variables (callediileary variables”) can be helpful to
assign a value to the missing response (Kaltonkasprzyk, 1982); to select this set of
variables, one can usually use, for example, regresnethods or log-linear models. But
the imputation is much more useful if the researcharts working on that from the early-
stage, that is from the writing down phase of thesgionnaire. In fact, if a large amount of
nonresponses for an item is expected, in the qurestire a set of auxiliary variables useful
to predict the missing values could be used. Famgte, if a survey about workers of a
certain area is in the developing stage and ifgihkestionnaire should be provided with a
guestion regarding the monthly revenue, in the eabegh number of non respondents is
expected for that item, we can insert in the qoastire two (or more) other items usable
as auxiliary variables. This is what usually hagpevhen we have question about the
salary. If we provide the questionnaire with twcesgtions regarding the weekly average
hours of work %) and the hour salark) and if the data about the monthly reveny)eof
some worker (th&" worker, for example) is missing, we could impute missing data in
the following way:

yi=7 .

So, once an appropriate set or auxiliary varialdeshosen, an imputed value for the
variabley (and relative to an item non respondent) coulddam @s a function of the chosen
auxiliary variables4, z, ... z,) and of an estimated residua) (Santos, 1981a and 1981Db).
This means that, ifn is one nonresponse unit considering the ijethe value of this unit

(¥,) could be estimated through the following mosithe&r function:

=1z .2....z,)+e.
This function is often estimated from the data e from other items (item 1, 2, .p)

while eis a random effect.
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It is possible to choose between different impatatnethods, and every method fits better
to one rather than to another context or resefekiertheless, to better understand which
kind of method is more appropriate to a specifiotest, Little (1988) underlines the

desirable properties of any imputation methodsyMad be explained in the following.

1. “Imputations should be based on the predictiverdistion of the missing values,
given the observed values for a case [...] to presdhe distribution of the
variables” considered in the study. Through a modeling ofdhserved data, we
can obtain imputation of a certain quality levelyoifthe model underlies in a good
way the data. For example, using average cannbelpéul (the estimates provided
are the same, but the associated standard emarge), nor can be helpful to add
residuals or random errors to the mean imputatimtguse it usually distorts the
measures of the spread).

2. In the first step of the studiall observed items for a case’eventually selected
with accuracy,'should be taken into account in developing impigtas” because
we must‘make the best use of the available informationmomplete case This
is because some measures of association couldasedodue to the absence of
relevant variables (Kalton and Kasprzyk, 1982). Timputation conditioned on
observed items has two main advantages: reduce®tiresponse bias and reduces
the variance (Little, 1986). The main kind of cdrating are:

a. Conditioning limited to aingle item For example, let us suppose thxatis

an observed value ang is missing; to make the imputation we take into

considerationR , the average ratio of the variab@n X within the group of

respondents:
— 1& Y.
R=— 2

where n, is the number of respondents an@ = 1, 2, ...,n, ) is a response

unit for the two variables.
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In this way the estimateg (for a missing unit), called §., would be

computed as follows:

§ =RX.

The results of imputation are as better as we uze rthan two recorded
items®

b. Conditioning usingadjustment cellsWe can use observed items to build
adjustment cells. The data about the nonresponftangeme items could be
imputed, in each cell, using the information ava#aabout the respondents
in the same cell. If Welniak and Coder (1980) sster to use, imputing in
a certain cell, the value from an individual donbillard et al. (1986)
preferred as potential predictors a larger numibesbserved items. In this
way the imputation would assume an implicit modetluding the main
effects and the interactions between the consideagdbles.

c. Regression methods preferred by Little (1988): he considers more
important the direct effect within the variableshex than the interaction
between them. This approach works well especially fongitudinal
imputations, based on the use of information confiogh other waves of
the survey (in this way the number of predictorsidde larger).

3. Imputation “should take into account contextual knowledge dbthe variables
being imputed” This brings advantages in the choice of adjustrells or when
they are too small and criteria to decide how tllapse them are needed. For this
reason the imputation model should include allatags that could be considered
predictive for a certain item; moreover, subjecttsra specialists should be
involved in the imputation process, as happenkemnwork of Greenberg and Surdy
(1984), even if input from specialists could be axgive. To limit the impact of this
input, Little and Smith (1987) propose a more awtbenand empirically based

imputation schemes.

193 Eor further details see Little and Smith (1983 4887) and Kusch and Clark (1979).
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4.

Imputation methodsshould avoid excessive extrapolation beyond thageaof the
data, unless objective evidence is available tostiiate these modelsThis
could happen, for example, using regression impurtabr certain nonrandom
nonresponse models that sometimes could fit wethéodata for the only reason
that nonresponse mechanisms are often nonrandoifardLiet al. (1982) and
Greenlees et al. (1982) implemented an adjustm@nndnrandom nonresponse
based on the stochastic censoring mdfelsthese are highly sensitive to
distributional assumptions and to the choice ofljgters.

“Imputations should be drawn from the predictivestdbution in principle 1., not
means, to preserve the distribution of the variabtethe filled-in data set”This
means that some noise has to be added to the facdiceans, if we are not
interested in means and totals. Hot-deck methakis tthe one used in Colledge et
al., 1978) tend to preserve the variables’ distrdns, while methods based on
regression (Dixon, 1983) or ratios (Kusch and Cla&79) need to be modified to
preserve the distributions of variables, for exampdding a residual from a
matched respondent.

“A method should be provided for computing samplergor of [appropriate]

estimates”

The principles 1. and 3. are particularly connecteih the modeling approach.
Nevertheless, the Bureau of the Census practiderpra design-based descriptive analysis
(Chapman et al., 1986; Hanson, 1978).

6.2.3 Classification of imputation methods

Kalton and Kasprzyk (1982) classified the imputatiethods considering two aspects: the
use of auxiliary variables (some methods use tkeskof variables, some others no) and

the value assigned to the residuals.

104 See Amemiya (1984), Hausman and Wise (1977), Haok{h976).
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If we consider the first aspect, we can have d&rrsub-classification:
» Categorical (or continuousrecoded as categoricplauxiliary variables: they are
useful to classify respondents in a certain nunalbefasses.
* Continuous variable in this case the categorical variables are cdadeinto

dummy variables.

If we consider the other aspect, that is the randaimon of the imputation process, we
have the following classification, based on threferknt categories (Nordholt, 1998):
deductive, stochastic and deterministic imputatr@thods.

» Deductive imputationthe imputed value is given from known informat@awvailable
about the considered unit. The deductive imputatieethod is discussed in par.
6.2.4.1.

» Stochastic imputatiant is used when the unknown value cannot be dedidfiom
the value of other variables or from the value oles@ on the same variable in the
past. In the stochastic imputation we have to mamnaith a prediction and with a
residual,e. This is randomly generated and assigned to ar@gpense item unit to
get the imputed vald®. Usually this random residual is assigned to aliptien
made with deterministic imputation (see more foyam his random component is
useful“to preserve the variances and covariances of thputed data’(Nordholt,
1998).

The main problem with this method is that the ingplutalues need to be feasible;
nevertheless, adding a random residual to the rdatestic component, we could
get an unfeasible value even if the imputed vadueasible.

A different version of this method is based on thgutation of a random
component of a value observed on a different waridomly selected@ndom hot-
deck or overall methodt this could solve the last problem seen previpu$he

following imputation methods can be classified &xlsastic: random imputation

105 ysually the random residual should be normallyritisted with variance® and average equal to zero.
This variance is equal to the residual variance of the regressibrihe variable that has to be imputed on
some explanatory variable@Nordholt, 1998).
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overall (see par. 6.2.4.6), random imputation withlasses (6.2.4.7), hot deck -
random selection (6.2.4.8), flexible matching ingiion (6.2.4.12).

» Deterministic imputationthe residuale introduced for the stochastic imputation

methods is set to zero. The following ones are somthe methods considered
deterministic: mean imputation overall (par. 6.2)4running mean (6.2.4.3), mean
imputation within classes (see par. 6.2.4.4), setigiehot deck (6.2.4.18%, cold
deck (6.2.4.13).
A disadvantage of all these methods, caused froenittputation of the best
prediction at the record level, is that the varamne underestimated; in fact the
deterministic imputations methods make the distitoutoo peaked. For this reason
sometimes a worse imputation method is preferredt'si useful to get a less
distorted distribution (Nordholdt, 198%).

The one proposed above is a general classificaindy1 some imputation methods are not
easily classifiable. For example, usually hot-deolputation could be considered either
deterministic or stochastic method; it is considestochastic if the units are randomly
ordered or if a unit is randomly chosen from a gratiis considered deterministic if the

group of units is not randomly sorted and/or ileaard is not randomly selected from the

group.

After the main principles of the imputation methaglsd after their classification, in the

following paragraph, the main imputation methoda@sgre described.

108 A particular version of the sequential hot deck ba considered a stochastic imputation method{aee
6.2.4.10).
197 See also Kalton (1983a).
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6.2.4 The different kind of imputation methods

The knowledge about the survey that has to be mmgheed should suggest which kind of
imputation methods to use. In the following we vglve a brief introduction about the

main imputation methods.

6.2.4.1 Deductive imputation
In the deductive imputation overall method a migsualue for the variablé’ can be
imputed as an exact function of the values obseorethe same unit about one or more

than one (for examplé) other auxiliary variablesz):

g=1(z) i=12 ..k

wherei indicates thé™ unit with a missing value for the variabte the hatindicates an
imputed valuez; is the variable used for the imputatigrr(1, 2, ... K) of the uniti.

This happens, for example, when we can computageeof ai" respondenty ) if we
have the date of birtfz, )%

Another similar situation is a panel survey, wherecan know or deduce data if we have
the same kind of data referred to the previousestiswave. For example we can impute
the missing age of a product obtained in the lastey, if we have the age of the same
product twelve months before this last survey.

Sometimes deductive imputation is considered paft tbe editing process;
methodologically speaking it is not considered \iatgresting (Nordholt, 1998).

6.2.4.2 Mean imputation overall (MO)
The mean imputation method, also calld® (Mean imputation Overalf® or Mean of
Observation¥"?), is based on the substitution of aariable’s missing value with the mean

of the overall group of respondents for the sam@lke (y, ).

1087, is the only variable used to impute the date ghbio in this casp= 1.
199 Karlton and Kasprzyk (1982).
10 awrence (1980).
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V=V i=12,..p
where . is the value imputed for th& unit andp is the number of unit with a missing

value for the variabl¥.
This method could be seen as a degeneration afdteeministic process of imputation in

which there are no auxiliary variables.

6.2.4.3 Running Mean (RM)

To apply this kind of method, we need to have aieeqe of a variable’s observed values
referred to different times. To impute a missingueaof the considered variable, the mean
of all the previous observed values in the sequenased.

In this method the variable to be imputed at presidimes can be considered as the

auxiliary variable'*!

6.2.4.4 Mean imputation within Classes (MC)

In this method, also calle@ell Meanor Group Mean$ one or more variables are used to
share the sample inté different classes or strata.

Fixed a timet, for each clasté (h =1, 2, ...,H), to all the nonrespondent units the same
value of the variabl¥ is assigned; this value is the mean computed lahekespondents
of the considered class.

~ — y ri
Yini = Yirm :Z nt”:

where:
9. is the imputed value of the variabtefor thei™ unit § = 1, 2, ...,k) of theh™
classf=1, 2, ...,H) in the timet,
* Y.+ is the average of the same variaBleomputed on the respondent units of the

same clash (timet),

* Y. IS the value observed on the respondgnifiti of the grough in the timet,

111 Eor more details, see Lawrence (1980).
M2 This method is also callddN or Mean Imputation metho@West, Butani and Witt, 1988).
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n ., is the number of respondent units in the groap the time.

This method, furthermore, is very useful if thep@sse rate is high, because it will not alter
an estimate of the stratum mean. If the resportseigsdow, the distribution of the sample
could be skewed toward the mean from this kindwgtation*®

A different version of this method of imputationggests to use the median of each strata,
instead of the average (West, Kratzke and Roberi€88).

As suggested by Kalton and Kasprzyk (1982), thepsaroould be divided into different
classes using, for example, two categorized vagablhese allow to obtain, from their
cross tabulation, cells useful for the classifioati It is also possible to use some
classification variables for a part of the sampld aome others for the other part.

With the mean imputation within classég,all the cells in the cross-tabulation are used,
the linear function can be expressed as a modéi thié main effects and all levels of

interaction for the auxiliary variables** using a model like the following:
S\/i = bro + Zbrhzhi
where:

« 9, is the imputed value for the uift i = 1, 2, ... k);
* b, is the main effect;

« b, is the effect of the clas®' (h=1, 2, ... H);

Tl

« z, is a dummy variable with value 1 if th& respondent is in the class 0

otherwise;

» the stochastic residuad, is equal to zero (deterministic model).

This method allows to attenuate the cavariancekdiand Kasprzyk, 1986).
The same criteria to define the classes could bd tx the random within-cell hot-deck
and for the nearest neighbor within-cell hot-deck&tmd (we’ll talk about these in the

following).

13 \West, Butani, Witt and Adkins (1989).
14 Kalton and Kasprzyk (1982).
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6.2.4.5 Mean of Log variable (MNL)
The Mean of Log variable method, similar to thevpyas Mean imputation within classes

(6.2.4.4), uses the log-transformation of the \@eave want to impute®.

=Y log(y, 1)

t,hi —

i nt,rh

where Iog(yt’rhi) is the log-trasformation of the value of theighle Y for the uniti of

grouph observed in timé¢ and n, ,, is the number of respondent units in the sames @das

timet.

6.2.4.6 Random imputation Overall (RO)

With the Random imputation Overall (RO) methodwé obtain a missing value of the
variable for thei™ unit, we can impute this value randomly choosiegueen the same
variable’s remain observed values.

This is a stochastic method, and it is a degenaratsion of a linear function without

auxiliary variables:

V=V +e i=1,2,..p,

where V. is the imputed valug is the number of unit with a missing value for tliable
Y, V. is the average of the observed valugds a stochastic residual.

If we use this kind of imputation, in terms of meamd variance, it is like to ignore the

missing data (Lawrence, 1980).

6.2.4.7 Random imputation within Classes (RC)

This method works in the same way of R@ method (par. 6.2.4.6). In fact it is based on
the random selection of an observed value of thebia that has to be imputed. The
difference is that this is applied within the imalitn classes; these classes are defined by
one or more auxiliary variables conveniently chosBEme imputation classes are usually

defined using an auxiliary variable that has knalues for all the units.

5 West, Butani and Witt (1988).
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To each non-respondent of one considered classlug yandomly chosen within the

observed values of the same class is assignedséléetion is made randomly and without
replacement. The unit randomly selected is calledor, while the unit that has a missing
data is calledecipient*®.

The RC is a stochastic method; in fact, for eagssh (h = 1, 2, ...,H), we have a

stochastic residudp, ). So, the imputed valugj,;, can be seen as:

Yoi = Vin + 84 i=1,2,..p

where:
9., is the imputed value of the variab¥efor thei™ unit ( = 1, 2, ...,k) of theh™
classh=1, 2, ... H),
Y. Is the average of the same varialeomputed on the respondent units of the

same clash,
* @iis the stochastic residual of*"arespondent randomly selected within the class

From the previous formula we can deduce that:

&i = Yk ~ Y i=1,2,..p

where y,, is the real mean of tHeobserved values of the variabten theh™ class. And
SO:

Yii = Yok i=1,2, ..p"

An alternative formulation for the imputed value fbei™ unit of theh™ class(§,,) is:

9hi:bro+zbmzm+ehi i=1,2,...ph=1,2,...H,
where:

* D, is the main effect;

b, is the effect of the clagd®’ (h=1, 2, ....H);

Tl

« z, is a dummy variable with value 1 if tH& respondent is in the clags 0

otherwise.

118 Montaquila and Ponikowski (1995).
17 Kalton and Kasprzyk (1982).
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« @y is the stochastic residual of tiferespondent of the claks

One advantage of the random imputation within @assethod it that it retains the

respondents’ distribution of the variable withire ttonsidered cell.

6.2.4.8 Hot deck - random selection

The most common hot-deck procedure is the one lbigable Bureau of the Census in the
Current Population Survey (CPSY.

This kind of imputation requires the specificatmfrimputation classes.

For each class one starting point has to be chatkehis the variable that we need to
impute, this point is one of th€s observed values within the same class. As differ
alternative choices, one could choose a representalue of the class (like the average or
the median), a representative value registeretiersame class in the previous run of the
survey, and so on.

The process goes sequentially from a unit to tinerobf the same cell. It gives results
similar to a SRS (Simple Random Sampling) with aepment selection of donors within
the considered class.

Once the initial selection of one unit is made:

e |f the selected record has a valid observed vahoitathe variabléey, this value is

stored for the considered imputation class.

* |If the selected record has a missing value forvthrariable, this value is substituted

with the value previously stored for the same class

This imputation method gives better results if thets of the considered cell are not
randomly ordered, but ordered using an auxilianyaide; this is done in order to obtain a

positive autocorrelation (Kalton and Kasprzyk, 1982

18 Brooks and Bailar (1978).
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When, within the same class, a record with a missiata is followed by one or more
records that are missing too, to all these rectindssame value is assigned (the value
observed on the last not-missing unit).

From this last situation we can understand oné®ttain drawbacks of the use of the hot-
deck random selection method, because it couldyldora significant loss of precision of
the estimates of the survey.

The same disadvantage occurs when the random veildsis method is applied, but in this

last case the problem could be reduced samplingrdamthout replacement.

6.2.4.9 Distance function matching — Hot deck-Nearest rigogin
The distance function matching method (also knosvhat deck-nearest neighbour) uses an
auxiliary variable and a predefined method to measthe distance between a
nonrespondent unit and a respondent one.
All the units in the sample are previously ordebsdan auxiliary variable conveniently
chosen; after this, using the same auxiliary védeialthe distance between each
nonrespondent and the nearest respondents is cetngtonsidering the variable we want
to impute, to the nonrespondent is assigned thee samue observed on the nearest
respondent. This last unit is callddnor.
For example, we can consider, in a certain obsesaeatple, the nonrespondent unit’s value
Yyt (that is the observed value of the chosen auyikariableY in the timet on that unit).
Once we have ordered the units of the sample itseltheY auxiliary variable, we can
compute the distance between this non responggntie previous unity{ ™) and the
following unit @ V). The simplest way to compute this distance betw®ee units, in
terms of a certain auxiliary variab¥ is using the absolute differences between theegal
of the same variabl¥ observed on those units. The first step is theptaation of the
distances, as follows:

. y™-y and

. (+2)

Yo Y-
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The distances are then converted into absoluteesallhe value to be imputed is chosen
basing on the following conditions:

yt(_l) -V

. If <[y, —y|, the value observed on the ugit™® is assigned to the

nonresponse uny.

(+1)

>|y,"Y - y|, we assign the valug “V to the

« In the opposite case, Wh+m('1) -y,

missing value.

There are different choices about the distancetimmadhat can be used to evaluate the
distance between two units: for example one canthusebsolute difference between the
values of the two variables referred to the twotsifas seen before); the Mahalanobis
distancé™is another option, but other kind of evaluatiortmoels are also available.
Another variation of this method (based on the oatafion of the distance using an
auxiliary variable) is to assigns to a nonrespamsé an average of two or more values
observed on the units that are more close to tissing unit. Ford (1976), for example,
used two respondents close to the non-respondbkatdiBadvantage of these procedures is
that the distribution could get distorted (Ford7&p

The nearest neighbour method is based on the coatémvariates™. The basic idea of
this method is that two units that are close (entctal) considering a variabledvariate
should be similar, or almost equal, also conside@mother variable (the one with a
missing value to impute). This is the criteria usednatch a non respondent unit with its
donor. If this principle is respected, the donarddue can be used to impute the missing
value of the nonresponse unit.

To decide if two units are matched, one can considgngle variable (called “covariate”)
or a set of variablesc@variate3 that define the criteria of decision. For exampleve
consider one auxiliary variable only, the nearestpondent is the one that has the
minimum absolute difference, considering the aarylivariable used or one of its function.

But what can happen is that there could be more tme donor for the unit we want to

9 Eor more details about Mahalanobis distance, seekand Ashikaga (1980).
120 The concept of covariates is also known as “matgiiiey”: two “records match if they have the same
values on the covariategboth the concepts were used in Nordholt, 1998).
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impute. This could also happen if we are usingtafegariables (covariates): a unit could
matches with several other donors. In both thesteckases, it would be possible to add one
or more adjunctive variables to the group of catas to reduce the number of matching
records. The distance function is also useful tuce the multiple use of donors (Kalton
and Kaspritz, 1982): if we find more than one dofarrthe units we want to impute, we
can change the used distance function to refinegswarch of donors.

In the same situation, if there are two or moraugglobserved on units whose are at the
same distance from the unit we need to impute,henctolution could be imputing one of

them randomly (Lawrence, 1980).

Seen how this method works, it is clear that theiagh of the covariates is fundamental.
The method works with quantitative variable most &lso qualitative variables could be
included in the distance function; it is also pbksito consider these qualitative auxiliary
variables to form imputation classes. In fact te deeck imputation method based on the
nearest neighbor could be used also within eadsclEhese classes can be defined using
different kind of variable (for example: size anefipd of timet*?%). The definition of the
cells is much more appropriate as much the auxilariable (or variables) are highly
correlated with the characteristic used to chobsedonor. Imputation cells are usually
defined using the same criteria seen for the randdhin-cell hot-deck method.

We said that it's possible to work with a groupcokariates. A good solution to use more
than one auxiliary variable is to transform thenthwianks. These ranks represent the
importance of one variable in the distance function

For example, one way to compute the distance betw&e units using the ranks is the
following: if Ry is the rank of one nonrespondent (the uni&nd Ry is the rank of the
potential donork (both of them referred to the same variab)e one kind of distance

function could be:

D(i’k) = SURWh|R1i - th| 12

121 \west, Butani, Witt (1988).
122 Eor more details, see Sande (1979a).
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There are two more complex variations about thedeok-nearest neighbour method: the
first one, NNI, is based on the linear interpolataf the ordered list based on the auxiliary
variable; the second one, NNIR, is similar to thstfout provides, for the border case, a
ratio adjustment. For more details, see West, IKeatind Robertson (1993).

A particular case is when we are working with padeta. In these situations, the
imputation strategy is similar to the cold deck ,ohat the donor is not chosen from a

previous wave of the survey, but from the same wave

6.2.4.10 Sequential hot deck

Another variation of the hot-deck method is sugggsby Nordholt (1998). It is the
sequential hot-deck method. To use this methoditthies of the sample should be ordered
in a special way; if not, the following random rdetek within classes (see par. 6.2.4.11) is
preferred.

Once the units of the sample are ordered basirgpore auxiliary variable, the donor for a
non respondent unit is considered the last matchéngrd before the record with the
missing value, taking into consideration the vdadhat we want to impute.

This kind of imputation is deterministic, but coudeé turned into a stochastic one in two
different way: adding a random residual to the iteduvalue or randomly ordering the

units of the sample.

6.2.4.11 Random hot deck within classes

Another variation of the hot-deck imputation methotwre common of the sequential hot-
deck, is made with a random selection that considesups of units. These classes can be
defined, for example, using a size variable.

Let us consider a class with some values to immatesidering a certain variable. If all the
units in the class have the same value of the blariae want to impute, that value is the
one that will be imputedekact matching
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If we want to impute the missing values of a vdea¥, and if the values of the same
variableY observed in the same class are different, the tedpualue for a nonrespondent

uniti of a clasg at the time (9, ;) is™*
S = Vi
where y;; is the value of the same variabl®bserved on a randomly selected respondent

in the timet and in the clasg (random matching Selection is made independently within
strata and with replacement.

This method, if we have one class only, correspaoadse overall random hot-deck method
(paragraph 6.2.4.8).

The random hot deck in general (and, more apprgtyiain its “within classes” version)
could be also used to impute more than one varialleiltaneously. One variable is
considered the main one and, once the donor istedleghe same donor provides values for
the imputation of the missing values of all the estivariables we want to impute too
(record matchingor common donor rule This method obviously works well when the
variables we want to impute (the main one and deersdary ones) are strongly correlated;
it is usually used when there are people with sdverissing values related to these
variables. Moreover this method avoids inconsistehe to imputations.

A limitation of its application is the fact thatlgrthe units whose have valid values for all

the variables in the group can be considered asrdon

Further discussions about the hot-deck methodsdcoealfound in: Allen (1990), Bailar,
Bailey and Corby (1978), Bailar and Bailar (1978,79), Ford (1980), Kalton (1983a,
1983b), Kalton and Kasprzyk (1986), Oh and Sche(t680), Oh, Sheuren and Nisselson
(1980), Sande (1979a, 1979b).

123 \West, Butani, Witt (1988).
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6.2.4.12 Flexible Matching Imputation

With the flexible matching imputation method, ugedn 1976 for the CPS March Income
Supplement, respondents and nonrespondents aeel s a large number of imputation
classes, using auxiliary variables about size.

This method works hierarchically: if a nonresportdemot matched with a respondent in
an initial classification, classes are collapsed e process goes on at a lower level. This
procedure, in comparison with the hot-deck randatecsion, brings to obtain closer
matches for nonrespondents units. It is also usefaloid the multiple use of respondents.
Further discussions about the flexible matchingutapon method could be found in Coder
(1978) and Welniak and Coder (1980).

6.2.4.13 Cold deck

The cold deck method (Nordholdt, 1998), a deterstimimputation methods, is based on
the use of the information coming from another skettdo impute the missing values of a
certain dataset. It is usually used with panel syrwhere the same unit could be
interviewed for more than one time: the value(Sesbed, on the same unit, in a previous
wave of the survey can be imputed to the missirigevaf the current survey. The main

difference from the methods that will be introdugedhe following paragraphs (6.2.4.14,

6.2.4.15, 6.2.4.16) is that the data are availmittedifferent datasets.

6.2.4.14 Establishment trend times the last observed vallieT))

The establishment trend times last observed valethad?® is specifically applied to
establishments, object of study of administratiwesgys, or to other survey where we have
historical data for the same units.

If, for example, data are monthly collected, thesirg value of a certain establishmiemnt
time t (v,;) is imputed projecting the same over-the-monthngkaof the variabley
observed one year earlier, that is:

glt,i :MB}H’

1-12,i

124 The method is also defined as UILT in Mueller le(#995).
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where:

* ¥, is the imputed value for the establishmieat timet,

* Y., isthe value observed on the same establishmemiohghs ago,

* Y, isthe last available data (supposed at tinfier the establishment

* VY., is the value observed 12 months before the laatable data on the same

unit.
The main assumption of this method is that the dlrermonth change of the last year is
considered similar to the over the month changemiesl one year before: this means that

the last movements are considered the extensitireqireviou¥” observed ones.

6.2.4.15 Sample trend times the last observed value (UIST)

The sample trend times the last observed value ad€thwas originally applied to
establishments of monthly administrative surveyss ia partially different version of the
method introduced in par. 6.2.4.14, because itiders the over-the-month change from
the previous time referred to al the respondermthbéishments. This means that the missing
value of a certain establishmadnin timet (y;;) is imputed projecting the same over-the-
month change of the variable observed on the esltamiénts that participated at the survey:

Vi = 3 0,
S
where:
* ¥, is the imputed value for the establishmieatt timet (variableY),
* 5 is the sum of the observed values of the variaiel@vant to impute at time

* 5 is the analogue sum on the same respondent wmssdered at a previous point,

but at timd,

125 As “previous” we intend the movements observednbihths before, because in this way we exclude the
possible influence of the seasonal evolution ofvigable that we might have considering a charejesden

a month and a previous one.

126 This method is also known as UIST (Mueller et H95).
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y ; is the last available month value observed beioret on the same untt’

The main assumption of this method is that the dlermonth change doesn’t vary so
much across the time: the trend of the data isiderexd almost constant. This method
doesn’t work so well if there is a strong seasdrgddavior in the studied data (in this case,
the method introduced in par. 6.2.4.14 is prefgrred

6.2.4.16 Last observed value for the establishment
The last observed value method for the establistiffenis also called Previous
Observations (PO) or Carryover Method of imputat{@®). The data of a certain non

respondent unitin timet (y;) is imputed using the data of the previous tinsefoflows™?*

A

Yei = Ye-wio
where Y, ; is the imputed value for the uniin timet and y,,; is the value observed at a

previous timd-1, or at the last time we have an available data.

The general principle is that, once we have a semuef data, for each missing value the
immediately preceding observed value in the seque&namputed. This principle is based
on the assumption that the observed data have stitoag trend (no big changing are
expected from a time to the following one). If thes no a preceding observed value, then
the missing value is imputed in other ways (seereaae, 1980).

6.2.4.17 Mean and median Ratio variation (MeanR and MedR)

The Mean Ratio method (MeanR) was introduced byt\Wé&astzke and Robertson (1993)
and is used mainly with the survey with a high cese rat€®. This method applies the
imputation to predefined groups of units: for exderg classification made by NAICS code

can be useful. This means that we need at leastvlwviables for the units we are

127 ysually| is considered equal 1. But if there is no available value at timag, we have to choose the
same value at time2, and so on.

128 This method is also known as UILO (Mueller et 24095).

129\West, Butani and Witt (1988).

130 For survey with a low response rate, this methasl the effect to skew the distribution toward theam
(West et al., 1993).
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considering: the main variable (the one we neathpute on certain units) and a secondary
variable (usually a size variable) or a variablergated with the main variable (for
example, for data about the employees’ annual evemwage variable).

If, for example, we are studying the total employinévariable calledE) of different

groups of establishment (defined by NAICS), we campute, for each one of these
groups, the mean of the employment, that is thenroéghe main variabIeEjyt.
RIS
i=1 ]
where:

Ej,t is the mean referred to tﬁ%group at time,
E;. is the employment (the main variable’s value) lvé uniti of the group

observed at time

 n; is the number of establishments included in theg.

One auxiliary variable we can choose is the eghirient’s wageé/\/ij ,t). Similarly to what

we did with the variabl&, it is possible to compute the mean of the wagdhke timet for

the units of thg™ group (VV_“) This is the average by NAICS group of the seconda

variable.

The two parameteréEj’t,W“) are computed over the whole group of units whuesee

both the data about the main variable and the sicgivariable for the time
If we have a unit of thej™ group that has, for time the wage’s value (secondary variable)

but not the data of the main variable, the MeandRatthod (MeanR) imputes the missing

value E; , in the following way:
g =Sy
J,t Wj‘t 1) |t
whereW, , is the observed value of the wages for the iuofitgroupj.
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In a similar way it's possible to use the mediastéad of the mean: in this case, the process
is called MedR (or Median Ratio method).

6.2.4.18 Regression models

One kind of regression model used to impute missia was introduced by Afifi and

Elaskoff; it is based on the least square critEfia.

West proposed the proportional regression motfelssing this criteria, the value of the
Y:; variable for a missing unitat timet is proportional to the unit’'s previous time values

(YI_Li ) given the following vector of th¥é values for the previous tintel.:
AN VAR AR

This means that, if we consider e consfadepending on the tinte

YN = Vi )= B i=1,2, ..k

The regression model can be written in the follgvivay:
Y =B, tE, i=1,2,..k

where:

. E({:’tyi ) =0 and

. E(gtyi,gtyj):{%’i if i =j

0 otherwise

¢ W

is the conditional variance of; that usually depends or_,; .
The regression model, that works well, for examfole,employment data® can be fitted
in each of the considered strata considering tlits timat have the data about both the main

and the secondary variable.

131 Eor more details, see Afifi and Elaskoff (1969).
132\West (1982, 1983), West et al. (1989).
133 West et al. (1993).
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6.2.4.19 Predicted Regression imputation (PR)

The Predicted Regression imputation method (PRjorssidered a generalization of the
group meal™ it is deterministic and it uses auxiliary variedl(quantitative or qualitative
converted to dummy variables) to predict ¥missing value.

Only the units without item nonresponse are usedth@se units the regression parameters
are estimated considering the chosen explanatorgblas. Once the regression parameters
are estimated, they can be used to predict theesatithe missing data. These values are
then imputed on the missing data of the variabjeatlof study.

The simplest case of regression model is the otteavsingle auxiliary variable} and an

intercept equal to zero (Ford, Kleweno and Tort&€80):

V. =hz.

But usually the most common regression equatiamidar to the following one:
§/ij:bm+2b,jzij i=12,..p

where:

* b, isthe fixed effect (that is the intercept),

o

b, is the coefficient estimated for the grgup

* Z; isthe auxiliary variable for thi& unit of the group,

* e =0is the stochastic residual.

Sometimes an interaction term (or more than one) lm& included in the regression’s
equation.

This method is more accurate than the mean impuatakiut one of its problem is that is
usable only if the missing values are coming frontaatinuous variable; moreover

sometimes an invalid value could be imputed.

134 Nordholt (1998).
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6.2.4.20 Random Regression imputation (RR)
The random regression imputation (RR) is a stoahastsion of the predicted regression

method (PR), because it usually adds a residual (Qt) to the predicted values of the PR

equation.
As told in Kalton and Kasprzyk (1982), the residcah be:
» Homoschedastic and with a normal distribution (megnal to zero, variance equal
to residual variance from the regression);
» If residuals come from the same unspecified distidm, a random selection from
respondents’ residuals can be made;
* It's better to select residuals from respondentth wimilar values regarding the

auxiliary variables.

For more details about the RR method, see Sch{@8&8), Herzog and Lancastle (1980)
and Herzog (1980).

6.3 Evaluation criteria

In the previous paragraph the different kinds oputation methods were presented. Some
of them are not applicable to our data: for examyséve lost the time linkage of the data,
in the generation phase of the simulated populatfon this reason we cannot use
imputation methods based on the regression or atkénods based on the evaluation of the
month over month change or on the projection obibeerved trend of the values.

Anyway, for the methods we want to apply to ouradstme evaluation criteria are needed
to understand which one fits better to the dataamestudying. The main criteria generally

available will be discussed in the following paisgs.
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6.3.1 Kalton and Kasprzyk methods

Kalton and Kasprzyk (1982) reviewed the effectssbf imputation methodd® on the
estimates of means, distributions, variances, ¢avees, regression and correlation
coefficients. They first noted that the stochastiethods give different kind of results
depending from the way the residua3 ére obtained.
Then they fixed some assumptions:
* respondents are assumed to always respond (“oveceptually repeated
applications of the survey”) and non respondentendo this**°
* the missing responses are assumed to be randostijpdied Missing At Random
—MAR assumption}?’
* the last assumption is that, due to the fact thatdample is large, the sample

population factor may be ignored.

The review made by Kalton and Kasprzyk (1982) ad@is mainly when some standard

estimator and their variances must be computdteietare some imputed values.

6.3.1.1 Sample mean
If in a sample there are some imputed observatitesoverall mean could be divided into

two sub-means: the first one comes from the rehlega(y, ), the second one from the

imputed values(fl). To get the overall meafy) is possible to put together the two means

with the following formula (Kalton and Kasprzyk, 8®):

IRIRDN!

— k=1 =

<I>

y=Ty, +m

5

135 The six methods considered by category are tHewilg. Deterministic methods: Mean Overall (MO),
Mean within classes (MC), Predicted Regression (FR)chastic methods: Random Overall (RO), Random
within classes (RC), Random Regression (RR).

136 This is a simplification discussed more deeplyfigtek, Singh and Trembaly (1978) and by Platek and
Gray (1978, 1979) that introduced a more complebability response model.

137 This is considered an unrealistic assumption.
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is the proportion of actual responses and

is the proportion of the imputed responses.

All the six methods considered by Kalton and Kagkr£1982) give approximately

unbiased estimators with no significant differenbetween stochastic and deterministic
method$*,

The bias of the mean and random within classed adstifor a variablé¥ is computed as
follows:
B(VMC) = B(yRC) = ZMh%: B,

h

where:
* his the imputation class,

* M, is the number of non respondent,
* Yy, isthe mean of th¥ variable for the respondents of cl&iss
« v, is the analogue mean for non respondents,

* Nis the size of the population.

If we use the overall imputation methods (MO and)Rfe general bias is:

B(5.0) = 8(5,c) = | T B R,

where:

138 The demonstration is available in Kalton and Kagkr(1982, p. 25). It is demonstrated that, if weicate
with the notation E(yz) the bias of the imputation methad

- B (VMO) = B(yRo)v
- B (VMC):B (yRC)'
- B (VPR):B (yRR)'
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* W, is the proportion of the population in cldss
R, is the response rate in cldss

* Y. is the overall mean of respondents,

* R is the overall response rate.

Thomsen (1973) and Kalton (1981) found the follogywonclusions:
 When A and B have the same sign, the absolutepbaiced by class methods is

less of the bias produced by the overall methodsamount equal tw.

* When A and B have different sign, imputation classthods produce smaller

absolute bias only ifA ) 2/B|.

Kalton and Kasprzyk (1982) also considered thecefb¢ the imputation method (the ones

that use auxiliary variables excluded) on the veméaof y and noted a loss of precision in
Y=o from using the stochastic imputation method. Adaay to the results obtained from

Kalton and Kish (1981), they underlined the reduttin the imputation variance, due to
the exclusion of the multiple employ of donors thatld be obtained using SRS rather
than unrestricted sampling.

Another way to reduce the imputation’s varianceugng a proportionate stratifying
sampling (byY variable) or systematic sampling with respondent$ered by the same
variable.

One can reduce the variance also using a largempleamf donors or multiple
imputationd®.

6.3.1.2  Distribution and variance
As we saw, the deterministic imputation methodsigvbe introduction of imputation

variance, but they distort the distributions ategmg the variance. On the other side,

139|n Kalton and Kasprzyk (1982, p. 26) a way to Harvwdth multiple imputations is suggested.
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stochastic imputation methods usually give appraxaty unbiased variances and estimates
of distributions, if the missing units are MAR (Misg At Randony°.

6.3.1.3 Covariance
Kalton and KasprzyK' demonstrate that biases of the covariance betweerariableY
and an additional variabl¢ (s,) under the stochastic methods and correspondirtgatie

are the same:
* BlSyyo) = Blsyeo):
* Blsy,c) =Blsyec);
* B(Sypn) = BlSye)

The conclusion is thas,, computed with imputed values is, in all the casefject to

substantial bias, even if we have a MAR model.

But when one uses imputation classes and regresgtinods, thes, estimate is unbiased
only if partial covariancss, , is zero (where is an auxiliary variable).
If x=2s,,, is zero, s& should be used as an auxiliary variable in imgutime missing

values ofY, when the covariance betwe¥mandY is important.

If we apply imputation considering a simple regr@sf Y on X (when no onér andX
value is missing), we get an attenuation of themeged covariance also of the regression
coefficient and if there are more than one indepahdariable, their relative importance
could be biased. Kalton and Kasprzyk suggest tothiseX variable in the imputation
scheme to attenuate the covariance. The same methdd be used to attenuate the
general effect we obtain with imputation on theremmtion between the two chosen
variable K and); this last can be considered as ¢ombination of its effects on the

covariance and the standard deviations of the tesdables' **2 The correlation is usually

149 Eor a demonstration, see Kalton and Kasprzyk (19826).
141 Kalton and Kasprzyk (1982, p. 26).
142 Kalton and Kasprzyk (1982).
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“overestimated with deterministic imputation methatisch employ auxiliary information
even when the missing data are MARK.

For the specific cases where bothand Y have missing data, see Kalton and Kasprzyk
(1982, p. 27).

6.3.1.4  Standard error estimation

The main risk of using imputation, underlined bylta and Kasprzyk (1982, p. 27), is that
usually the standard error is computed on a dagssitwas done by all real observed data,
but in this way we forget that the variance arides to the imputation variance. If a dataset
has some imputed data, Rubin (1978, 1979) suggedtandle with the problem of the
standard error estimation applying the same immurtahethod several time and computing
means on the values obtained at each iteratioheoptocess. The more is the number of
iteration, the more the precision of the estimai@iance increases.

This aspect suggest to Kalton and Kasprzyk (1982¢amible way to test the results
obtainable with the different imputation methodk:"ithe use of multiple imputations
reduces the imputation variance [...], multiple imgtigtns may be generated from different
imputation procedures, making different assumptioalsout the nonrespondents.
Comparisons of the survey estimates then indidage sensitivity of the results to the
imputation procedures employedrhis way will be useful, in our further researdo
understand which kind of imputation method is mefficient to be applied to data about

profit margin ratios.

6.3.2 Other criteria of evaluation

To evaluate the different kind of imputation methpWest, Kratzke and Robertson (1993)

propose to consider the error in the imputed viduéhe unitk at a certain timé

A

&t = Ek,t - Ek,t )

where:

143 Kalton and Kasprzyk (1982).
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A

E,, is the predicted value of the variable we wantrtpute,

E,, is the observed data for the ukin the timet.

It is then possible to summarize this error, witthe different strata considered in the
survey, in two main ways:

» Percent Relative Error (RE):
PR

RE= 100[-#75%'&“'“5m
k.t

k Ostratum

» Percent Relative Absolute Error (RAE):

2 féid
RAE= 100@ Ostratum
2B

k O stratum

It's also possible to evaluate the mean errorsgufie presented measures across strata. In
this way RE could be considered a macro level stiatiwhile RAE is a micro level

statistics that shows the effect of imputation anreunit.

6.3.3 The West, Butani, Witt and Adkins evaluation critera

West, Butani, Witt and Adkins (1989) used two diffiet kinds of evaluation: the first is
based on the computation of the mean unit errersétond one on the mean unit absolute
error. For both of the criteria is possible to canepthe corresponding relative error. The

criteria will be presented in the following.

6.3.3.1 Mean Unit Error
We can defineEAl’i’m as the error in the prediction for the montand the unii obtained

with a certain imputation procedung this means that:
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Eim= (g/t,i,m - yt,i)’
where ¥, . is the predicted data about the moh#nd the unii obtained with the used
imputation proceduren and y; ; is the data recorded about the variable objestudy for

the uniti and the month

Given these definitions, the Mean Unit ErrddE ) can be computed as:

2.2 2.Eim

size t i
ME __ class

T NG,

size t
class

where N, is the number of respondent units whose have alsalue for the previous

month,t-1, and whose are in the domain of imputation procedu

In the study of West, Butani, Witt and AdkihdME, represents a macro level statistic that

indicates the effect that the imputation procedoas on total employmerit” or on the

total amount of the considered variable.

6.3.3.2 Mean Unit Absolute Error

If we defineAE ; , as the absolute error in the prediction for thentind and the unit
obtained with the imputation procedure

AE; m :|§/t,i,m - yt,i|’

and if we use the same definitions seen for therMémit Absolute Erra¥*>, the Mean Unit

Error (MAE,, ) can be computed as:

144\West, Butani, Witt and Adkins (1989).
Y5 G i m is the predicted data about the mongnd the unit (using the imputation procedung; y; ; is the

data recorded about the variable object of stitiyfor the establishmeritand the month; N, is the

number of respondent units whose have a valudéntonth 1) and whose are in the domain of imputation
procedurem.
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Sy AE,,

size t
MAEm — class

22N

size t
class

In this second criteriaMAE,, is considered a micro level statistic because @suees the

effect that the imputation procedure has on thesicemed units'®.

6.3.3.3  Relative Error
Given the previous definitions, the relative eran be calculated 44

222 Eim

REn — size t i D.OO,
DI
where:

- Ein= (§/Li’m - M,i) is the error in prediction,

* Y, isthe data of unitin timet ;

» the uniti is included in the set of nonrespondents of prooeh.

This error measures a macro level statistics thaugeful to quantify the effect of

imputation on the total amount of the variable.

6.3.3.4 Relative Absolute Error

Given the previous definitions and analogously tmatvseen in the previous point, we can

compute the relative absolute eff8r

222 AR

size t i
RAEn — class

Zzziym [100

size t
class

146 \West, Butani, Witt and Adkins (1989).
147 \West, Butani, and Witt (1988).
148 \West, Butani, and Witt (1988).
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where the uniti is included in the set of nonrespondents whenttieem™ imputation

method is usedRAE_ is a statistics at a micro-level that gives tHfeafon the units’ data.
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7 Conclusions

This research project started from the necessistudy the price and its evolutions along
the time as a marketing lever to plan the businstsategies. In fact, the knowledge of the
price and of its movements is useful to developra’$ evaluation and planning in terms of
comparison with the competitors in a certain marketenact ad-hoc or more general
promotional strategies, and, at least, to defimefithal price (and, indirectly, the product’s
or service’s image) for the customer. The knowledfghe price movements is also useful
to plan the enterprise’s oncoming strategic dension both a short and a long term
perspectives. For all this reason, to have a beier of the state of art of a specific market
and, more in general, of a specific sector or eopgnat is clear how can be important to
have a methodology to measure the prices’ movenaentss time.

In this thesis a solution (that is the price ind&amputation) to measure the variation of
prices across time is proposed.

Nevertheless the Statistics Canada’s wholesale pticvey (implemented in the field of the
more general SPPI project) and the elaboratiohefitst wave’s preliminary survey data,
brought to face with some data’s issues (the poesehmissing data and of outlier values,
in particular).

For this reason, before the computation of thexndgng the preliminary collected data, it
was considered useful to test some methodologspsdas.

The best way to make these tests was consideregetieration of a simulated population
that would be as close as possible to the obsgropdlation (in terms of distribution of the
studied variable, that is the profit margin ratiiloreover, seen the final data are supposed
to be released in 2009 and considering the quatigrovement process actually on

running, no computation could be done on the firstiminary whole collected data (taking
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also into consideration the confidentiality chafjer); also for this reason there was the
necessity to genre and work with a simulated pdjmria

The simulated frame population is also useful beedtiallows to improve the quality of
the survey path and the computation process frametrliest stage, and because it can
provide results useable, more in general, alsottoer kinds of survey.

Firstly, the simulated population makes it posstbléest the generation methodology itself:
it is more efficient to genre a population withimagde distribution? Or it's better to simulate
a “mixed” distribution, based on the detailed réswalf statistical tests applied to detailed
cells? How is possible to choose the most apprprévailable variables to make a
stratification? Other useful conclusions of thisapé regard the gain in terms of precision
that we can obtain using one rather than the atiehodology of generation.

All these results can be used for other contextprojects, where in the studied sample
there are no units enough to go on with the eldlmorgrocess or where no official data
can be used.

Secondly the simulated population can be used &tuate the comparative efficiency of
the sampling selection methodology: this could befui to understand which is the best
sampling selection method (probability proportional size, simple random sampling,
stratified sampling, ...) for a specific field to gatvalue as close as possible to the real
value of an index. What is the gain we can obtainterm of precision of the index,
selecting the population with the various selectethods? Is it useful to select a high
number of samples, to get better estimates?

The last two interesting aspect will be studiedfumther researches. The imputation
methodology, introduced in this thesis, will be liggb to the simulated data to understand
which is the best method to face the problem ofsimg data and of outlier values.
Moreover, applying the different imputation methadsiould be possible to evaluate the
impact of the biggest units (considered their higluence in the market) not only on the
variance of the index (that is a measure of thexhduality), but also on the level of the
index itself. This also allows the evaluation o€ ttmpact of the prices’ policies of the
biggest units on the price movements and on théetiag strategies of a certain market

(and, in this case in particular, of the wholesgler
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The scheme shown in the following Figure 7.1 canubeful to understand the general

structure of the project: the cells underlinedrieygwill be object of further researches.
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SPPI projec

Wholesale pricesurvey

2006 preliminary data
(1% wave)

Preliminan dataprocessin

Presence of
data’s issues

Choice of the
best price
index formula

Yes/ No

\ 4 y \ 4
[ Data quality revisio ] [ Methodology testin [ Index computatio ]

A 4 A 4

issinc > Outlier

detection

M

A

Simultated population’s
generation

A 4

Test C

Test 1. Test Z Test &

generation sampling imputation biggest
methodolog selection methoc units’ effect
method on variance

General result Optimization of Data quality and inde Sampling selection’s
(also for other sampling selection estimates’ and index estimates’
contexts: no units methodology for the optimization (results optimization;
enough, no actual data considered and other available for other influence of biggest
available, ..). similar projects. researches). units on variance and

on prices’ movements.

Figure 7.1— Scheme of the project.
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APPENDIX # 3.1- NAICS (North American Industry Classification Methdds

Version: 2007°

The superscript symbols used to signify comparstalie:
o CAN Canadian industry only
o MEX Canadian and Mexican industries are comparable
o US Canadian and United States industries are cahlear

o [Blank] [No superscript symbol] Canadian, MexicarddJnited States industries are comparable.

41 Wholesale Trade
411 Farm Product Wholesaler-Distributors cAN
4111 Farm Product Wholesaler-Distributors CAN

41111 Live Animal Wholesaler-Distributors "

411110 Live Animal Wholesaler-Distributors ©A

41112 Oilseed and Grain Wholesaler-Distributors N
411120 Oilseed and Grain Wholesaler-Distributors N
41113 Nursery Stock and Plant Wholesaler-Distributors <AV
411130 Nursery Stock and Plant Wholesaler-Distributors <AV
41119 Other Farm Product Wholesaler-Distributors <A
411190 Other Farm Product Wholesaler-Distributors ©"

412 Petroleum Product Wholesaler-Distributors can
4121 Petroleum Product Wholesaler-Distributors CAN
41211 Petroleum Product Wholesaler-Distributors <

412110 Petroleum Product Wholesaler-Distributors <A

413 Food, Beverage and Tobacco Wholesaler-Distributors oA
4131 Food Wholesaler-Distributors
41311 General-Line Food Wholesaler-Distributors N

413110 General-Line Food Wholesaler-Distributors <"
41312 Dairy and Milk Products Wholesaler-Distributors "
413120 Dairy and Milk Products Wholesaler-Distributors "
41313 Poultry and Egg Wholesaler-Distributors

150 5ource: Statistics Canada’s web sitev(v.statcan.gc.daFor further information, see also Barzyk (2008).
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413130
41314
413140
41315
413150
41316
413160
41319
413190

4132
41321
413210
41322
413220

4133
41331
413310

414

4141
41411
414110
41412
414120
41413
414130

4142

41421
414210
41422
414220

4143
41431
414310
41432
414320
41433
414330
41439
414390

4144
41441

Poultry and Egg Wholesaler-Distributors <At

Fish and Seafood Product Wholesaler-Distributors A"
Fish and Seafood Product Wholesaler-Distributors N
Fresh Fruit and Vegetable Wholesaler-Distributors N
Fresh Fruit and Vegetable Wholesaler-Distributors <"
Red Meat and Meat Product Wholesaler-Distributors "
Red Meat and Meat Product Wholesaler-Distributors
Other Specialty-Line Food Wholesaler-Distributors <"
Other Specialty-Line Food Wholesaler-Distributors

Beverage Wholesaler-Distributors <
Non-Alcoholic Beverage Wholesaler-Distributors
Non-Alcoholic Beverage Wholesaler-Distributors
Alcoholic Beverage Wholesaler-Distributors <"
Alcoholic Beverage Wholesaler-Distributors <"

Cigarette and Tobacco Product Wholesaler-Distr  ibutors <
Cigarette and Tobacco Product Wholesaler-Distributors <
Cigarette and Tobacco Product Wholesaler-Distributors <

Personal and Household Goods Wholesaler-Distributor S o

Textile, Clothing and Footwear Wholesaler-Dist  ributors
Clothing and Clothing Accessories Wholesaler-Distributors

Clothing and Clothing Accessories Wholesaler-Distributors <"
Footwear Wholesaler-Distributors <"

Footwear Wholesaler-Distributors A"

Piece Goods, Notions and Other Dry Goods Wholesaler-Distributors <"
Piece Goods, Notions and Other Dry Goods Wholesaler-Distributors <"

Home Entertainment Equipment and Household App liance Wholesaler-
Distributors <

Home Entertainment Equipment Wholesaler-Distributors <A

Home Entertainment Equipment Wholesaler-Distributors <A~

Household Appliance Wholesaler-Distributors "

Household Appliance Wholesaler-Distributors

Home Furnishings Wholesaler-Distributors caN

China, Glassware, Crockery and Pottery Wholesaler-Distributors <"
China, Glassware, Crockery and Pottery Wholesaler-Distributors <"
Floor Covering Wholesaler-Distributors ©A¥

Floor Covering Wholesaler-Distributors <

Linen, Drapery and Other Textile Furnishings Wholesaler-Distributors <"
Linen, Drapery and Other Textile Furnishings Wholesaler-Distributors <"
Other Home Furnishings Wholesaler-Distributors

Other Home Furnishings Wholesaler-Distributors

Personal Goods Wholesaler-Distributors CAN
Jewellery and Watch Wholesaler-Distributors N
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414410  Jewellery and Watch Wholesaler-Distributors <Av

41442 Book, Periodical and Newspaper Wholesaler-Distributors <
414420 Book, Periodical and Newspaper Wholesaler-Distributors ™
41443 Photographic Equipment and Supplies Wholesaler-Distributors "
414430 Photographic Equipment and Supplies Wholesaler-Distributors
41444 Sound Recording Wholesalers <

414440 Sound Recording Wholesalers <

41445 Video Cassette Wholesalers

414450  Video Cassette Wholesalers

41446 Toy and Hobby Goods Wholesaler-Distributors <"

414460 Toy and Hobby Goods Wholesaler-Distributors <"

41447 Amusement and Sporting Goods Wholesaler-Distributors <"
414470 Amusement and Sporting Goods Wholesaler-Distributors <"

4145 Pharmaceuticals, Toiletries, Cosmetics and Sun  dries Wholesaler-Distributors
CAN

41451 Pharmaceuticals and Pharmacy Supplies Wholesaler-Distributors A"

414510 Pharmaceuticals and Pharmacy Supplies Wholesaler-Distributors A

41452 Toiletries, Cosmetics and Sundries Wholesaler-Distributors <"

414520 Toiletries, Cosmetics and Sundries Wholesaler-Distributors AV

415 Motor Vehicle and Parts Wholesaler-Distributors caN

4151 Motor Vehicle Wholesaler-Distributors CAN

41511 New and Used Automobile and Light-Duty Truck Wholesaler-Distributors <"
415110 New and Used Automobile and Light-Duty Truck Wholesaler-Distributors <"
41512 Truck, Truck Tractor and Bus Wholesaler-Distributors AN

415120 Truck, Truck Tractor and Bus Wholesaler-Distributors AN

41519 Recreational and Other Motor Vehicles Wholesaler-Distributors

415190 Recreational and Other Motor Vehicles Wholesaler-Distributors A"

4152 New Motor Vehicle Parts and Accessories Wholes  aler-Distributors AV
41521 Tire Wholesaler-Distributors "

415210 Tire Wholesaler-Distributors

41529 Other New Motor Vehicle Parts and Accessories Wholesaler-Distributors ©A"
415290 Other New Motor Vehicle Parts and Accessories Wholesaler-Distributors N

4153 Used Motor Vehicle Parts and Accessories Whole  saler-Distributors
41531 Used Motor Vehicle Parts and Accessories Wholesaler-Distributors ¢V
415310 Used Motor Vehicle Parts and Accessories Wholesaler-Distributors A

416 Building Material and Supplies Wholesaler-Distribut ors o

4161 Electrical, Plumbing, Heating and Air-Conditio  ning Equipment and Supplies
Wholesaler-Distributors "

41611 Electrical Wiring and Construction Supplies Wholesaler-Distributors <

416110 Electrical Wiring and Construction Supplies Wholesaler-Distributors A"
41612 Plumbing, Heating and Air-Conditioning Equipment and Supplies Wholesaler-
Distributors <"
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416120

4162
41621
416210

4163
41631
416310
41632
416320
41633
416330
41634
416340

41639
416390

417

4171

41711

417110

4172

41721

417210

41722

417220

41723

417230

4173

41731

417310

41732

Plumbing, Heating and Air-Conditioning Equipment and Supplies Wholesaler-
Distributors <"

Metal Service Centres <™
Metal Service Centres
Metal Service Centres

Lumber, Millwork, Hardware and Other Building Supplies Wholesaler-
Distributors

General-Line Building Supplies Wholesaler-Distributors <"
General-Line Building Supplies Wholesaler-Distributors <"
Lumber, Plywood and Millwork Wholesaler-Distributors <"
Lumber, Plywood and Millwork Wholesaler-Distributors <"
Hardware Wholesaler-Distributors N

Hardware Wholesaler-Distributors <"

Paint, Glass and Wallpaper Wholesaler-Distributors "

Paint, Glass and Wallpaper Wholesaler-Distributors "

Other Specialty-Line Building Supplies Wholesaler-Distributors "
Other Specialty-Line Building Supplies Wholesaler-Distributors <AV

Machinery, Equipment and Supplies Wholesaler-Distri ~ butors <

Farm, Lawn and Garden Machinery and Equipment  Wholesaler-Distributors
CAN

Farm, Lawn and Garden Machinery and Equipment Wholesaler-Distributors <"
Farm, Lawn and Garden Machinery and Equipment Wholesaler-Distributors <A~

Construction, Forestry, Mining, and Industrial Machinery, Equipment and
Supplies Wholesaler-Distributors cAN

Construction and Forestry Machinery, Equipment and Supplies Wholesaler-
Distributors <AV

Construction and Forestry Machinery, Equipment and Supplies Wholesaler-
Distributors <AV

Mining and Oil and Gas Well Machinery, Equipment and Supplies Wholesaler-
Distributors <AV

Mining and Oil and Gas Well Machinery, Equipment and Supplies Wholesaler-
Distributors <"

Industrial Machinery, Equipment and Supplies Wholesaler-Distributors <"
Industrial Machinery, Equipment and Supplies Wholesaler-Distributors <"

Computer and Communications Equipment and Supp lies Wholesaler-
Distributors <

Computer, Computer Peripheral and Pre-Packaged Software Wholesaler-
Distributors <™

Computer, Computer Peripheral and Pre-Packaged Software Wholesaler-
Distributors <AV

Electronic Components, Navigational and Communications Equipment and
Supplies Wholesaler-Distributors <"
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417320

4179
41791
417910
41792

417920

41793
417930
41799
417990

418

4181
41811
418110
41812
418120
41819
418190

4182

41821
418210
41822
418220

4183
41831
418310
41832
418320
41839
418390

4184

41841
418410

4189
41891
418910
41892
418920
41893
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Electronic Components, Navigational and Communications Equipment and
Supplies Wholesaler-Distributors "

Other Machinery, Equipment and Supplies Wholes  aler-Distributors ™

Office and Store Machinery and Equipment Wholesaler-Distributors <A~

Office and Store Machinery and Equipment Wholesaler-Distributors

Service Establishment Machinery, Equipment and Supplies Wholesaler-
Distributors <AV

Service Establishment Machinery, Equipment and Supplies Wholesaler-
Distributors <™

Professional Machinery, Equipment and Supplies Wholesaler-Distributors <"
Professional Machinery, Equipment and Supplies Wholesaler-Distributors <"

All Other Machinery, Equipment and Supplies Wholesaler-Distributors "

All Other Machinery, Equipment and Supplies Wholesaler-Distributors <"

Miscellaneous Wholesaler-Distributors cAN

Recyclable Material Wholesaler-Distributors cAN
Recyclable Metal Wholesaler-Distributors <"

Recyclable Metal Wholesaler-Distributors <"

Recyclable Paper and Paperboard Wholesaler-Distributors "
Recyclable Paper and Paperboard Wholesaler-Distributors <"
Other Recyclable Material Wholesaler-Distributors <"

Other Recyclable Material Wholesaler-Distributors <"

Paper, Paper Product and Disposable Plastic Pr oduct Wholesaler-
Distributors

Stationery and Office Supplies Wholesaler-Distributors <"

Stationery and Office Supplies Wholesaler-Distributors <~

Other Paper and Disposable Plastic Product Wholesaler-Distributors <N

Other Paper and Disposable Plastic Product Wholesaler-Distributors <"

Agricultural Supplies Wholesaler-Distributors cAN

Agricultural Feed Wholesaler-Distributors <"

Agricultural Feed Wholesaler-Distributors <"

Seed Wholesaler-Distributors "

Seed Wholesaler-Distributors

Agricultural Chemical and Other Farm Supplies Wholesaler-Distributors "
Agricultural Chemical and Other Farm Supplies Wholesaler-Distributors

Chemical (except Agricultural) and Allied Prod uct Wholesaler-Distributors

CAN

Chemical (except Agricultural) and Allied Product Wholesaler-Distributors "
Chemical (except Agricultural) and Allied Product Wholesaler-Distributors <AV

Other Miscellaneous Wholesaler-Distributors CAN

Log and Wood Chip Wholesaler-Distributors <"

Log and Wood Chip Wholesaler-Distributors <A~

Mineral, Ore and Precious Metal Wholesaler-Distributors ©

Mineral, Ore and Precious Metal Wholesaler-Distributors "

Second-Hand Goods (except Machinery and Automotive) Wholesaler-Distributors



418930

41899
418990

419

4191
41911
419110
41912
419120

CAN

Second-Hand Goods (except Machinery and Automotive) Wholesaler-Distributors
CAN

All Other Wholesaler-Distributors <N
All Other Wholesaler-Distributors <"

Wholesale Electronic Markets, and Agents and Broker s vs

Wholesale Electronic Markets, and Agents and B rokers s
Business-to-Business Electronic Markets S
Business-to-Business Electronic Markets S

Wholesale Trade Agents and Brokers Ys

Wholesale Trade Agents and Brokers Ys
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APPENDIX # 3.2- Distribution of the sample by cells

Distribution of the sample (37,873 units) by cellie cells are defined using the NAICS
code (4 digits version) and revenue classes (dityedeciles, for each cell).

The units with a missing profit margin ratio ardle last column (missing data).

NAICS | Rev.

4 digits | classes 1 2 3 4 5 6 7 8 9 10| Units | Missing | TOT UNITS
4111 % Row 74|111) 16.0| 104 | 13.2| 88| 116| 95| 53| 6.7| 100.0 26.7 100.0
4121 % Row 82| 131| 9.0|139| 9.0| 90| 98| 123| 0.8| 14.8| 100.0 358 100.0
4131 % Row 93| 99| 95| 99|105| 95| 104 | 10.3| 10.5| 10.2| 100.0 155 100.0
4132 % Row 74| 74|148| 74| 94| 94| 114)|108| 7.2| 14.8| 100.0 10.3 100.0
4133 % Row 25| 25| 25|253| 25| 51|127| 5.1 13.9] 27.8| 100.0 15.1 100.0
4141 % Row 98| 95| 97| 95|101|105| 90| 11.3| 9.8| 10.9| 100.0 13.8 100.0
4142 % Row 79| 9.9|111| 110|107 93| 99| 9.0| 10.5]| 10.7| 100.0 10.0 100.0
4143 % Row 9.1|105| 99| 96| 9.0| 98| 10.3| 10.3| 10.8| 10.7| 100.0 9.8 100.0
4144 % Row 99| 96| 95| 95| 95| 10.2|105( 10.1| 10.3| 10.9| 100.0 8.6 100.0
4145 % Row 96| 104| 100| 9.1|10.6| 95| 10.2| 10.2| 9.7| 10.7| 100.0 3.0 100.0
4151 % Row 81| 96| 104| 91| 96| 104| 94| 109| 11.3| 11.3| 100.0 9.2 100.0
4152 % Row | 10.1| 98| 99|106| 96| 9.0 9.0| 11.0| 10.3| 10.7| 100.0 8.0 100.0
4153 % Row 57| 9.7|101|104|104| 82| 82| 11.3| 9.7| 16.4| 100.0 9.4 100.0
4161 % Row 94| 95| 108|106| 8.6|106| 96| 10.2| 93| 11.4| 100.0 7.8 100.0
4162 % Row 85| 11.3| 99| 91| 93|108| 90| 11.3| 109 | 9.9| 100.0 12.4 100.0

Continues on the next page
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Continues from the previous page

NAICS | Rev

4 digits | classes 1 2 3 4 5 6 7 8 9 10| Units | Missing | TOT UNITS
4163 % Row 87| 10.0| 9.8| 109]| 104| 109| 9.7| 93| 10.0| 10.3| 100.0 10.1 100.0
4171 %Row | 10.1| 85| 87| 111| 79| 102| 11.2| 106| 7.9| 13.8| 100.0 114 100.0
4172 % Row 9.3| 103| 10.1| 10.2| 101| 94| 9.1 10.7| 10.2| 10.5| 100.0 10.5 100.0
4173 % Row 8.7| 10.3| 10.4| 10.6| 10.3| 10.9| 10.0| 9.7| 9.6| 9.7| 100.0 11.8 100.0
4179 % Row 92| 96| 98| 99| 10.0| 10.6| 9.8| 10.0| 10.1| 11.0| 100.0 7.9 100.0
4181 % Row 80| 95| 37| 123| 101| 82| 129 12.7| 9.7| 12.9| 100.0 19.6 100.0
4182 % Row 38| 77| 77| 162| 46| 6.9| 17.7| 7.7| 85| 19.2| 100.0 15.6 100.0
4183 % Row 9.1| 10.1| 10.6| 125| 10.3| 11.8| 11.5| 65| 7.9| 9.8| 100.0 30.6 100.0
4184 % Row 42| 115| 115| 101| 143| 98| 21| 101| 6.3| 20.2| 100.0 18.5 100.0
4189 % Row 79| 120| 95| 111| 87| 103| 84| 99| 93| 13.0| 100.0 18.6 100.0
TOTAL | Units 3046 | 3364 | 3362 | 3424 | 3319 | 3387 | 3309 | 3462 | 3333 | 3715 | 33721 4152 37873
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