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Abstract: The paper presents a methodology for obtaining eerafiicient estimator of
design effect with reference to complex multistagepling designs used for large scale
surveys on households. Finally, the results ofraikition using real data are presented.

1. Introduction

The methodology proposed in this paper aims atigmuy, for each estimate,
an efficient estimator of theesign effect (deff) with reference to each target
domain. This statistic, first proposed by Kish (3R6is expressed by the ratio
between the variance of the estimator of the patamef interest under the
complex sample design employed with respect to @ahan hypothetical simple
random sample of equal size in terms of elementarts. Thus it measures the
inflation or deflation of the variance resultingiin the sample design adopted,
compared to that of the design of the simple rand@ample used as a basic
reference design. Since its first formulatideff has been used extensively in the
field of sampling, both at the sample design plagnstage and in the critical
analysis of the design adoptdek-ante, during the planning phase of sampling
design,deff should be estimated on the basis of informatiatveld from previous
surveys of the same type (the same variables efdst has to be considered). On
the contraryex-post, during the estimation phase it is possible todeta derived
from the survey itself.

The proposed methodology may be applied eitherhen dase ofplanned
domains, obtained as aggregation of complete design stoatavhenunplanned
domains, cutting across design strata, are of interestes€hdomains are
considered asmall domains when sampling errors of the direct domain estisate
are considered too high to allow their publicatids.noted by Kalton (1994), the
estimator, of the sampling variance may prove t@asicularly complex in the
case of multi-stage sample designs, such as thdepteal in surveys on
households and individuals carried out by the ntainters for official statistical
information at national and international levels.fact, of itself, it may happen
frequently that the number of primary units seldcte each stratum, and/or
overall in each domain of interest, it is low (ncomm than a few units) and
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ultimate clusters variance estimation — which @&sdd on deviations between
estimates of the totals of the variable of interegih reference to primary
sampling units falling within the domain (or theastm) — may be extremely
imprecise with few degrees of freedom. In such sakalton suggests calculating
a synthetic estimation of the variance relative to the domain of inter@stis is
obtained by multiplying the estimator of the domdor stratum) sampling
variance with reference to the simple random sanu@sign for a synthetic
estimation ofdeff calculated on a suitable macro-domain (includimg domain,
or the stratum of interest). The methodology prepos this paper is influenced
by the above-mentioned ideas. Getting a more mreesdimation of sampling
variances andeffs will produce positive effects both on sampleadloon, as well
as on the choice of the estimator.

As regards the allocation phase in large-scaleeysivit should be noted that, in
most cases, surveys have multiple objectives, wimiehns it is unrealistic to hope
for sample sizes that can guarantee predetermieelsl of precision for all
estimates of interest. Furthermore, an additionalblem — which arises in nearly
all the large scale surveys — is represented byntesl to produce parameter
estimations for a high number of planned domairdeustudy. In seeking out —
independently for each planned domain under stualy eptimum solution to this
problem, as a result we are trying to reconcildedi#int tasks, each of which
demands for a different type of response and wkokdions may be at odds with
each other. Following a direction pursued by mamyeo national statistical
institutions to solve such problems, National Statal Institute of Italy (ISTAT)
has investigated multivariate allocation methodmsghat take a global view of
the problem of the optimum determination of sangie given a multiplicity of
objectives and ties. More precisely, the methodplogquestion allows for the
determination of the minimum sample size able targatee — with the desired
level of precision — the production of parametetinggtions of interest with
reference to a variety of planned domains. Cleagh a solution to the problem
may be excellent in a global sense, but at thel lek@ach individual domain
under study it provides solutions that are gengtalis efficient than those which
may be obtained via an autonomous determinatiorsavhple size for each
planned domain under study. The methodology studiedl applied by ISTAT,
presented in Falorsi and Russo (2001), generalizeghe context of multi-stage
sample design and in the context of multiple plandemains under study — the
method proposed by Bethel (1989), aimed at detangiioptimum size from a
multivariate viewpoint, and related to the caseaoflesign with one stage of
stratification and with a single domain under studjore specifically, the
generalization for multi-stage designs, proposeéatorsi and Russo (2001), is
based on the inflation of the estimator of the aace for each stratum, under a
simple random sampling, by means of an estimatadesign effect referred to the
stratum itself.

2. Theestimation of theintraclass correlation coefficient
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2.1. General formulation

The proposed methodology for the estimation of glesffect is based on a
reformulation of thantra-class correlation coefficient. To this aim we introduce
the following general notation in whid¢hand| are, respectively, indices ofuster
and elementary units of target population is the total number of clusters,is
the overall number of elementary units adis the mean number of elementary
units per cluster; where, hypothetically, the sigg, of each cluster is constant

and therefore equal t& . Furthermore, with reference to the target vaegbly,

is the observed value for elementary urselonging to clustek, Y, is the total

relative to clustek, Y is the overall total. Given the notation introddcé¢he
intra-class correlation coefficient of varialylenay be expressed as

G-1Ss__
E y
A ®
in which
$hi= 5o 1Z(Yk—v) = o (SQu -GE*V?) 2)
and
1 G E — o —
oy ===2"> (Y4 -Y)’ =(GE)'SQ, - Y7, (3)
oy GEiZi=3 /

beingY =Y/G , Y = Y/(GE); SQ,; and SQ, arethe sum of squares (SQ) of

the target variable respectively for the clusteéaloand for the elementary units.
Last quantities are formally expressed as

G G E,
SQu = Y . SQ =YYV 4)
k=1

k=11=1

By substituting the expression Sﬁl with that ofp,, an alternative formula for
the intraclass correlation coefficient is obtained

py = gL (GE) 07 B5Q, - GE*Y?] -1) (5)



In the case in whicly is a binary variable equal to “1” if the unit umde
observation possesses characteristics of intefestekample, is employed), or
otherwise equal to “0”, the expression of intrasslacorrelation coefficient,

denoted asg,;,p, , may be further simplified, since the mean valieand the sum
of squaresSQ, coincide with the relative frequency, , of units having the
characteristic of interest and

o2 =(GE)™*sQ,=R,(1-P). (6)

Then formula (5) becomes
1 = _ _ _
Py = 5 7L (G '[P A-P)I™ 5Q, - GE°F) -1} (7)

As may be noted, the above-mentioned expressiorendisp both on the
population sizeG and E , as well as orR, andSQ,,, the entity of these last two

guantities varying with changes in the variabléntéérest under consideration.

2.2.  Approximation of intraclass correlation coefficient
An approximation of (5) may be obtained by substitythe cluster totalsy,
(k=1..,G), of the target variable inrSQ, with the corresponding values

estimated by means of a linear model. Under thelewel linear mixed modeY,
(k=1,..,G;l =1....F) is a random variable expressed as

Y =X Be TV ey (8)

where x,, and g, aretheg-dimensional vectorsf the auxiliary variables and of
the regression coefficients;, and v, are independent random variables with 0
mean and constant variances equabfoand g7 respectively.

The simplest model of type (8) is obtained whet),= ahd v, =0
(k=1...,G;l =1...,E,). Underthis model, the Best Linear Unbiased Predictor
(BLUP) of Y}, , on the basis of all the units of the finite plapion, is

and the BLUP ofSQ,, is



=Y i =YsQ . (10)
k=1

Substituting (10) in place 08Q,in (5), the following approximation of intra-
class correlation coefficient is obtained

py = g7l (GE) 02V [SQ; - GE?] -1} (11)

that may be expressed in a more compact way as

T 1 ElA,2 ~2
py—a{E CvVy~ O _1}, (12)

being
= 1 & _
cv=0/Y? |, og=—"—> (E -E)>. (13)
G-1&
For binary variables formula (12) may be furthenglified as
1 P,

npy = E*—Y 0z -1}. 14
blnpy G—l{ (1_Py) E } ( )

Formula (14) isparticularly noteworthy because it expressgg, as a
exclusive function ofR,, apart from the knowledge of the population si@@s

and E ) and the variabilitycfé, of cluster sizesn terms of elementary units. This

quantity may be computed via the distribution afstér sizes to be found from
administrative registers or from census data.

2.3. Thecase of stratified cluster sampling design

The formulas of the previous pages are derived mtidecondition of equality
of cluster sizes, this is not the real situationlézge scale surveys conducted by
multistage stratified sampling design in which tPemary Stage Units (PSUS),
i.e. the clusters selected at the first stage tH#cten, are selected, inside each
stratum, with probability proportional to size ate average cluster size may be
highly variable between strata. Furthermore manytt@fse surveys adopt a
stratification of PSUs by size and from the listRf8Us ordered according their
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size the “biggest” clusters (in terms of size) im@uded in the first strata and so
on until the last strata that include the “smallekisters. For the above reasons it
is more convenient to evaluate intra-class coiimlatoefficient inside each
stratum. To this aim we utilize the subsctipio denote that the quantities above
introduced are related to stratinmnbeingH the total number of strata in which the
population of interest is divided. With refereneehtth stratum(h=1,...,.H) ,

let's denote withkk and| the cluster and the elementary unit index¥g; the
value of the target variable related to the eleamgnunithlk ; E, the population
size, in terms of elementary units, referred toswuhk; g, and G, the
population sizes, in terms of clustei, and E, respectively the total number

and the mean number of elementary units per clustBen for the h-th
(h=1,...,H) stratum, formula (5) may be written conformaldy a

Pyn =(Gp -7y (GhEh)_lo—-yZ,h [SQyin - GhEhzvhz] -1} (15)
while for binary case, formula (7) become
oinPyn = (Gn =) {(GE) ' Pp@-Pyp) 1™ SQun - GiEy ) -1} (16)

Correspondent approximations are possible.
The correspondent approximated expressions are

Pyn = (G, —D T {Eevy, 02, — 1}, (17)
and
] _ -1r=-1 I:)y,h 2
oinPyn = (G ) " {E, a=py %~ 1} (18)
y,h

2.4. Estimation of intra-class correlation coefficient

Referring to the case of stratified sampling desjgnith reference to each
stratumh, it possible to derive direct estimator,ﬁy,h of the correspondent intra-

class correlation coefficient (15) estimating, e basis of the sample data, the
unknown quantities dependent fyi.e. o'fh , YZand SQyyp - The direcHorvitz-
Thompson (HT) estimators of these unknown quantities, denosedi% , Y and

SQth arecalculated by weighting the observations of theneletary sampling
units, selected in stratunm, by means of the inverse of their inclusion
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probabilities. The direct estimato,g-mf)y,h , of (16) is obtained by means of the
direct estimators,,, of P,, , andSQ,; .
The same is for the direct estimators of (17) am:(ﬁ'y,h Is a function of the

direct estimatorc?}3, (=6,4 Y2), of cv;3 while ,;,p,, is dependent only by
Pn-
It is reasonable to expect too that population matars cv;,,zh and P,

(h=1,...,H) will vary little from stratum to stratum, comparea a high level of
variation for the corresponding direct estimatescilare based on strata sample
sizes. Then for each stratum (h=1,...,H) a much more precise estimation,
denoted asc:V;,f1 and I5y’h, could be obtained by means of a linear mixed rhode

with strata random effects. The fixed effect of thedel may borrow strength
from the overall population or from sub-populationsluding the strata. It is
important to note that the choice of the more appate model will have to
balance between variance reduction and increaséheofbias. The resulting

estimators of intra-class correlation coefficiedgnoted aspy,, uinPyn: Pyn:
binPyh» are known asmall area estimators (Rao, 2003) and in the following will
be calledndirect estimators.

2.5. Regression model for the intra-class correlation coefficient

The condition of equality of cluster sizes rareblds also inside each stratum,
then with the scope of improving the reliability thfe estimation of intra-class
coefficient, derived in par 2.3 a further passageproposed aimed to the
adaptation of a linear regression model between itia-class correlation
coefficients calculated for the different stratad asorresponding factors derived
from formulas (17) and (18). To this aim by meanks a logarithmic
transformation expression (17) and (18) become

I{(G, -1 pyp -1} = 2In(og,) - In(G,-1)

_ (19)
- In(E,) - 2In(cv,,)

IN{(G, =1) pinPyn —1} = 2In(0g,) — IN(G, 1)

e (20)
-In(E,) + In(R,) - In@-PR,,)

In the above expressions, the terrné;:\‘/y,h ang In(P, ;) areunknown and need
to be estimated from the sample data witileo:, m3ay be evaluated from the
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sample data too, using a direct estimafgy;,, of oz, or may be calculated
exploiting the available information on PSU’s sizesning from administrative
registers. This estimator will be denoted @ls,, andwill be utilized asin the
subsequent expressions.

Then for the scatteof H points (B, Ogp,, Gy, Ey.cV, ) (h=1..,H) the
following working model may be adapted

In{(G, =1) pyy -1} = 0yIn(0gp) + a,In(G, 1)

_ . (21)
+o3iIn(E,) + ayln(ev,,) + g,

while for binary variables to the scatter Bf points (y,Py,n, Oghs Gh, E,, Isy,h)
(h=1,...,H) the following model may be fitted

In{(G, -1 binf’y,h -1} = a;In(og,) + a,In(G, -1)

_ (22)

+azin(g,) + ayIn(R,,) + asin @-PF,) + g,
Taking into account thafl-P,,) U1 when P, is smallandthen In(}) =0, in
manyrealsituations model (22) may be reduced to

In{(G, -1 binlsy,h -1} = oyIn(og,) + a,In(G, -1) (23)
+o,IN(E,) + a,in(R,) + &,

Let's denote witha, (k=1,...,5) the least squares estimatorsogf. Then the
direct regression estimator (dre) of intra-class correlation coefficient of theth

stratum(h=1,...,H) is

Py = (G, —1) {exp[a,In(og,)] xpla,In(G, —1)]

- : (24)
exp[0;3In(E,) 1 CexplIn(cv, )] + 1}
while for binary target variables tldee is
bin lS';/h = (G- {exp[alln(OJE,h)] [expa, In(G, —1)] (25)

expld;In(E,) ] Cexp(6,In(P,)] +1}



If in (24) is utilized anindirect estimator (synthetic or empirical best linear
unbiased predictor), cv, ,, of cv,, theindirect regression estimator (ire), pyy,.

of py, is obtained. In the same way for a binary targetatée, formula (25)
shows that thére, p;,pyy, . Of i,py, iS dependent by the indiree‘stimator,l?’y’h,
of B .

3. Variance estimation using design effect

In large scale surveys complex multi stage sampdegjgn with stratification
of Primary Stage Units (PSUs) and selection of auait different stages with
probability proportional to size without replacement (ppswor) are generally
adopted. In this context it is not unusually to sider only the first stage of
selection , i.e. ignoring™ and later stage of selection, especially whenr late
stages of selection have low probabilities of deigcunits and each selected
cluster can be considered as ditimate cluster, i.e. the aggregate of all
elementary units selected from the same PSU. A aamnchoice, in this context,
is to consider the hypothesis of selecting the P®lils probability proportional
to size without replacement (ppswr). For this simplified framework — in which are
available simple estimators formulas for sampliragiances not requesting the
calculus of second order inclusion probabilitiesween PSU’s - each stratified
multistage sampling design can be approximated pgsar selection of PSUs
inside each stratum and all the units selectedatr Istage of selection are
considered as belonging to the same ultimate erluginder this simplified
context it is useful to add some notation to thegig in previous pages. Then let's

denote with:Y,,, and 1, the target variable and the inclusion probabii@ated

to the elementarylk-th unit; §, the sample size, in terms of elementary units,
referred to PSLhk; Uy, the sub-population of elementary units, of siXg, ,
belonging to domaind (d=1,... D), beingU, =3 Uy, and N, =) Ng,. The
symbol U, :zhudh denotes the subset of elementary units of the lptpn
belonging to domaind (d=1,...D) and U :Zdud is the overall population.
Furthermore let's denote witfy,, =Y, |4 the value of the target variable for
hki-th unit related to its belonging to domain beingl 4, = 1if unit (hkj) DU,

and l4,y = O otherwise. It is worthwhile to note that whéh, (d=1,...D) are
planned domains, they are obtained as aggregation of completetastrand
population domain do not cut across strata, bethg =U,, Ygu = Y
(d=1...D;h=1..H;k=1..G,;l =1...,E,) otherwise in the case of

unplanned domains they cut across strata.
Given the above,



H G, . H O G« .
Z h= Z ZYdhk = Z ZZYdhkl (26)
h=1 h=1 k=1 h=1 k=1 I=1
indicates théHT estimator of the total
Gh Ehk
z Yan= z szhk = z D> Yo (27)
h=1 k=1 h=1 k=11=1

where \?dhk, =Ygu Kne  @nd Ky =Ty is the sampling weight of unihikl) on
the basis of the adopted multistage sampling dedigan, the sampling variance
of the total \?d for the multistage stratifiecdbomplex random sampling (crs) design
under examination may be expressed as

crs (Yd) Z rs(?dh)- (28)

In the case of two stage sampling plans, e.gzatlliby many large scale surveys
on households conducted by face to face interviewderppswr approximation,

the variancey, % an) - undercrs for stratumh (h=1,...,H) is

S Y 1 & E2A-f,)S?
Ve (V) == 3z (Yo _yy2 23 B2 Tnd S o
h k=1 Zpyg h k=1 &Lk

where with reference to th&-th PSU, Z,, > 0 (k =1,...G,) is the probability or
Gh

relative size assigned to the PSU, behgz,, = . S}, is the variance of the
k=1

target variableYy,, values among elementary units arig = (g,/E, is)the

sampling rate of the elementary units. An unbiasstimator, V, CrS(Y ) of
Vs (Y ) is given by

crs (Y d ) Z Vcrs (Y dh) (30)

being

G

Ao Y "
Vers (Yon) = (ST -Y,)* =
et h(gh z Zgni é(gh -1

10

(\A(dhk _$h)2 (31)



Formula (29) also holds for multistage stratifieangling undeippswr of PSUSs,
provided that\?hk is an unbiased estimator o?rhk and that sub-sampling is
independent whenever a primary unit is drawn.

In this context let’'s consider now the sample vares,V,, (\?dh yand Vg, (\?dh )

of \?dh (h=1,...,H) referred respectively to the actual complex rand@mple
and to the hypotheticaimple random sample (srs) of equal size, €’ , in terms of
elementary units, to that related to the real cemgbhmple.

Undersrs the sampling variances of; andYy, (h=1...,H) are

E?S] EZ S5,

Vsrs (?d) = and Vsrs (? dh) =

(32)

respectively wheres; and S5, represent the overall ameth stratum variances of
the target variable value¥,,, among elementary units. In formula (32) the
finite population corrections fifc) are ignored supposingf =(e/E) and
f,=(e/E,) near to zero. The direct estimators\?srs(\?d) and
Vgs(\?dh) (h=1,...,H), of variances (32) are obtained by means of direct
estimators,§§ and §§h (h=1,...,H), of correspondent population variances
included in (32).

The design effect of the estimatlﬁg , 5(\?d), is

A

VCI'S (Y )

I(Yy) =—usidl (33)
‘ Vsrs (Yd)
It is useful to rewriteV/,, (\?d) as
~ H ~ ~
Vcrs (Yd) = Z Vsrs (Ydh) 5(Ydh) (34)
h=1

where d(Y,,) is thedesign effecof Yy, (h=1,...,H)

(V) =% . (35)
SIS dh

For stratumh-th (h=1,...,H), under multistage sampling design wippswr
selection of PSUs, and supposing PSUs sizes teds®nably constant in terms of
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elementary units, the design effect (Cicchitelli adt, 1992) of \?dh may be
approximated via the following function of intraask correlation coefficient

6(?dh) =1l+p, n(@&n -1 (36)

where p, , denotes that formula (15) is applied to the valu¥g,
(h=1..H;k=1..G,; | =1..E,) andg,, =¢,/g, being

Oh En

&n =22 Vo - (37)

k=11=1

Given the above, the design effect formula (33)pbez
6(Yd) =[Vsrs (Yd)] Z Vsrs (Ydh) pyd,h(édh - 1) (38)
h=1

that under the hypothesi§? = S3, (h=1...,H) , using (32) may be rewritten as

H

R 2
5(¥) =2 %“[pyd,h(édh—l)]. (39)

2
E” v

Finally in the case in which larger PSUs are celyaselected, let denote with
H, the number ofself representing (sr) strata,H . the number of non self

representingrs) strata. Forsr strata are valid the following conditionk:= h,
G, =g, =1, ais the SSU indexM, and m, denote the number of population

and sample SSUs ¢kth stratum-PSU respectively, where for stratura. (PSU
selected with certaintyh-th (h=1,...,Hg)in sr domain is

M, m, m,
Egp = Z Eqra + €n = Zesr,ha v Can T Zesr,hl | dha (40)
a=1 a=1

a=1

If, inside each stratum-PSU, no SSUs are selettedM, =m, = 1
while where for straturh-th (h=1,...,H.y) in nsr domain is

Gy, Ih Ih
Ensn = z Egrk aNd Egp = zesr,hk €dh = zesr,hkl l g (41)
k=1 k=1 =1

12



If the same number of elementary units in each BSkklected and under the
hypothesis thaBZ 4, = Sf for h=1...,Hy and Sk 4, =S for h=1...,H,, the
design effect is given by

5 e < h < E hs
O(Yq) = —2 Es 5 (Yan) + z "0 S (Yan) } (42)
h= h=1 Ensrn

in which 8, (Y4,) (h=1...,Hg) and & (V) (h=1...,H)denotes design

effect forsr andnsr strata respectively. Using (36), the above formmukay be
approximated as

2

6(%)*E2{z -"“[1 +py.a.n Es.an D]

(43)

Hns 2

Ensr _
+ z i [1+pyd,nsr, h (ensr,dh _l)] }

h=1 “nsr,h

where & 4, =€ gn/M, and &g 4 =€gan/9n are the mean number of

elementary units at PSU level forth stratum insr and innsr domain. On the
basis of what has been described in previous paphgr in order to get an

estimator,gw (\?d) of 6(\?(,), as precise as possible, different estimatorsef t
unknown intra-class correlation coefficieqts o , andp, .. , may be used

(1)  direct estimatorsp, o, andp, .y, Or indirect estimatorsp, ¢, and
Eyd,nsr,h- of expression (15) (or expression (16) if the targariable is
binary) as described in par. 2.4. The resultingmesgbor of 6(\?d) 5
denoted a,; (Yy) ., i.e. 3, (Yy) = 8 (Y4) , beingw = dir;

(2)  direct estimatorsp), o, andp), .y, or indirect estimatorspy ¢, and
E’Y ns h Of @approximated expression (17) (or expression {fléje target

variable is binary) as described in par. 24 Teeuitlng estimator of
6(Yd) is denoted a§> X(Yd i.e. 3 (Yd) X(Yd) beingw= apx
(3) dre py g andpy .o, Orire py o andpy .o, under model (24)

(or model (25) if the target variable is binary)described in par. 2.5. The
resulting estimators of 8(Y,;) are denoted asd,.(Yy) and

|re(Yd) respectively; i.e. Sw(f(d)=5dre(\?d),beingcoz apxand
6w(Yd) Ire(Yd) beingw =ire.
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5. Application of proposed methodology to labor force surveys

5.1 Introduction

This section will present the application of theogwsed methodology for the
estimation in the context of the sampling desigedusn ISTAT surveys on
households, carried out via direct interview.

With this in mind, and for a better understandinf tbe proposed
methodology, it we give a preliminary descriptiohtlee sample design used in
these surveys. They are based on the complex typaesign applied with
reference to each of thminimum planned territorial domains. This implies that
the sample is designed in such a way that the missiggregated territorial
domains (obtained by aggregating complete straithinwvhich a predetermined
sample size may be guaranteed if reliable estimsiod the parameters of interest
are to be produced. Theses domains are made pi\dhces, with thd.abour
Force Survey (LFS). The design applied for each minimum territorigimain
requires a decreasing ranking of municipalitiestlm basis of demographic size
according to resident population. Once the rankisg determined, the
demographically larger municipalities are autonadlycincluded in the sample,
each one forming a stratum to itself; the terrdbdlomain made up of these
municipalities therefore is called the self repreagve domain.The remaining
municipalities, identified as not self represem@tiare subdivided into strata of
roughly constant size (in terms of resident popogtand from each one of them
a predetermined number of sample municipalities selected, withppswor
sampling. From each municipality én and from each sample municipalitynsr,
households are selected with equal probabilitywamigout replacement, by means
of a systematic selection from official registeed| family components are
interviewed. To determine the number of familiebéoselected from the strata of
each minimum territorial domain, the criterion @lfaveightingis used. From
this it derives that in ther domain strata, the number of sample households is
larger according to municipality size, in termsre$ident population, while in the
nsr domain strata, the number of households selecteis or less constant.

To sum up, the sampling design applied in eachn@dmminimum territorial
domain requires the use of two different selectlesigns for, respectivelg and
nsr. For the former, a one stage stratified clustesigieis used: municipalities
coincide with strata and households are clusteiadi¥iduals; while for thensr
domain municipalities, the design is of a two stagatified type — municipalities
represent the primary unit and households are ¢gsenslary unit, made up of
clusters of individuals.

In this context for the estimation of design efféatmula (43) must be
considered. To this aim it is useful to note that,the complex sampling design
adopted in ISTAT's surveys on households, aboveritex, & 4, represents the

average household size foith stratum insr domain (h=1...,Hg ) while g 4,
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is the average number of individuals selected hah stratumin nsr domain
(h=1...,H,). Because ofU, (d =1,...,D) is a planned domain population (i.e.
not cutting across strata) obtained as aggregatibrcomplete strata then
€ .dh =€ p ANdEg gy = g -

5.2 The empirical study

The following application is intended as a ckeckilué validity of the proposed
regression methodology for estimating intra-claseefficients and the
corresponding sample design effect. To this enthraparative analysis between

the indirect regression estimator methﬁgje (\A(d) (d =1,...,D), proposed in par.

2.5 and the direct estimator of design effeﬁgir (\?d) (d=1...,.D), has been

carried out, based on the Monte Carlo simulatidnsthis way it is possible
evaluating the empirical properties of the différemethods in terms of mean-
square error and bias, calculated in the spdseanulated samples.

Basic data from the general population census $&11(C91) and for 2001
(C01) referred to region Lazio were used for oumlgsis. The following
variables, taken from the census, were considerad efach individual:
identification codes for province, municipality ahdusehold, and professional
status according to the two categoriegmployed andjob-seeking. Then two new
dichotomous variablesy; and y, were built: the first is equal to 1 if the
individual is employed but otherwise equal to zevbjle the second is equal to 1
if the individual is job-seeking but otherwise ehtwazero.

R=500 samples (known asplications) were selected from the basic Cen0O1 data,
on the basis of the complex sample design (as ibescm par. 5.1) adopted by
LFS adopting the same first and second stage sizes.

For each replication (r=1,...R), and for each provindel (d=1,...D) of Lazio

estimations,, Y, of the totals,Y,, for employed and job-seeking individuals,
were calculated. Furthermore the sample desigrctefféw(r\?d) of estimation

'Y, was calculated, both usindj, (Y4) and 8, (Y4). Thetrue value of (Y,)

was calculated using CO01 data, as described fonuia (42). In building the
proposed estimatorsr,sw(,\?d) (d=1....D) for w=ire, intra-class correlation
coefficientsp, o, (h=1..,Hg) andp, . (h=1..,H) was calculated by
means of the model (25) using the COl1 data (Casérigther situation was
considered (Case 2) in which data of C91 was etlifor the calculation oby,,

and P,,,. Case 2 was considered in order to evaluate wheth not the
methodology under study remains valid when usinta daat had not been

% Provinces are the smallest planned domainkF&
15



updated. The two alternative estimators are indetaas S,,E,COl(\?d ) and

S,re’cgl(\?d). For the construction oﬁ,re (\A(d), when calculating estimatelAéy,h

mean synthetic estimations were used, based onfidmtathe entire Lazio (to
which the provinces belongs), with the aim of diainig estimations relative to
each single stratum (h =1,...,H).

For each province, the properties of each estimatc&g(r\?d)under study

are generally evaluated, in terms of besd variability, on the basis of the
assumed values of the following statistics:

s o1 R'Sm(r?d)—a(?d)}
RB4 19, (Yq) [=—= = x100 44
RENA) R{Zl ) (44
~ ~ ~ 2
RRMSEd{Sw (\?d)}= %(ZF‘*’('\;"(){?(Y")} J x100. (45)
r=1 d

The above-mentioned evaluation criteria, expressexl percentages,
respectively measure Relative Biasd the Root of the Relative Mean-Square
Error. By calculating the average of aldomains ¢=1,... D) of the absolute

values DR {5w(\?d)} e REQMRd{gw (\?d)} statistics, evaluation criteria are
obtained, given by:

@:%i\ RB, {3, ()} | (46)
d=1
- 1o ~
RRMSE=BZ RRMSE, {60) (Yd)}., A7)
d=1

In Table 1 are presented the results of the simamastudy. In particular, the
global evaluation indicesRB and RRMSE , for each of the estimators in Case 1
and Case 2 are presented. The analysis of botls chsrvs that thed,, (Yy)

estimator is superior both in terms of bias and msguared error, although in
Case 1, as expected, the estimator gives bettaltgdhan those of Case 2, in
which the intra-class correlation coefficient wegtimated on the basis of data

(for the calculation ob,, andP,,, ) that had not been updated.
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6. Conclusion

The results of the empirical analysis show thatpgtoposed estimation technique,
based on indirect regression estimator of intrascl@orrelation coefficient,
improves the quality of the estimation ddff with respect to the standard direct
method. Then this methodology may be exploited amynphases of the statistical
data production proces in which an efficient estioraof desigreffect is needed.
One of the most important way of utilization aff is related to the allocation of
sample sizes into strata and, more in generapleotned domains when complex
sampling plans, based on multistage stratifiedcteles of units, are adopted. In
particular to overcome the complexity of allocatfmoblem in multipurpose large
scale surveys multivariate and multi-domain allamramethodologies are applied.
In this case the availability of coefficient esttioas of design effects may
produce large gains in the quality of the estimafdbe target parameters.
Another phase of statistical process of data pribaluan which the proposed
methodology may be usefully utilized is relatedthe estimation of sampling
variances for small domains. In that case the stah@stimator of sampling
variances may be very unstable due small planndtbaonbserved sample sizes
inside each domain.

Table 1:RB and RRMSE of Sure/cm(\?d) , Slre/CQl(?d) and Sdir (?d)
for Employees andPeople looking for a job

Estimator RB RRMSE RB RRMSE
Employees People looking for a job
Sir (Yq) 6.83 1.44 15.18 7.35
drercor(Ya) | -1.63 0.717 -1.23 1.18
Srercor(Yq) | 5.63 0.73 -8.86 0.02
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