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Abstract 

Spare parts management is a rather complex issue. One of the reasons of its complexity 

is the lumpy pattern of the demand that spare parts frequently present. Several methods 

have been proposed to cope with this particular kind of problem and improvements have 

been proved compared to classical forecasting techniques. Literature has however de-

voted minor attention to the choice of aggregation level when demand is lumpy. This 

paper aims at studying whether aggregating data when demand is lumpy may be benefi-

cial in terms of impact on inventory performances. An installation stock inventory mod-

el is considered and aggregation over time is taken into account; in particular for a sin-

gle item different time buckets are considered and performances are evaluated in terms 

of service and inventory level. Based on simulation experiments on real demand data 

coming from the spare parts unit of a multinational white goods manufacturer, we iden-

tify that aggregation of data can significantly impact on inventory management perfor-

mances. A contingency analysis based on demand characteristics allows us to draw 

some guidelines on when aggregation over time can be beneficial. 



 

1. Lumpy demand management 

In the last twenty years companies have always paid great attention on managing de-

mand variability. Demand fluctuations are due to several reasons: quick changes in the 

final customer’s preferences and taste are a common cause of demand variability (e.g., 

in the fashion industry demand for a given color can change dramatically from year to 

year). Marketing activities may also lead demand to suddenly change e.g., when promo-

tional activities are conducted due to the high elasticity of demand to price. Competitors 

can also be a source of variability, since their behavior can influence how the demand 

distributes on each single company serving a specific market. The supply chain struc-

ture is also a significant cause of demand unsteadiness: the bullwhip effect (Lee et al., 

1997) is a common phenomenon in different industrial contexts, leading to an increase 

in the variability of the demand over supply chain stages.  

A vast amount of the literature has addressed the issue of designing managerial sys-

tems capable of coping with demand variability. This has been done by focusing on dif-

ferent leverages: from demand forecasting, aiming at increasing the capability of com-

panies to understand variability, to production planning, trying to design efficient 

planning systems, capable of reacting towards sudden changes in the final demand, to 

inventory management, in order to manage the complex trade-off between inventory 

cost and service level, and so on. 

This issue is common to all industrial contexts; however, a rather peculiar and com-

plex situation is faced in the case of spare parts. The problem of managing spare parts 

demand is relevant for many reasons: first of all it influences the final product business 

since it affects post sale service quality. Moreover, it is a relevant business as the market 

is captive, thus very profitable and so firms have to pay relevant attention towards this 

issue. However, it is a very difficult business to cope with, since requirements are usual-

ly very dispersed over time and demand uncertainty is frequently very high. 

Spare parts, in fact, often show very sporadic demand patterns for long periods of 

their life time. This is the case, for example, of service items that have to be stored for 

years as long as repair service has to be guaranteed even for products that have reached 

the end of their market life. Spare parts demand often tend to be highly variable and 

sporadic showing frequently a very peculiar pattern called lumpy demand. 



 

Lumpy demand can be defined as (Bartezzaghi et al., 1999): 

• variable, therefore characterized by relevant fluctuations (Wemmerlöv and Why-

bark, 1984; Wemmerlöv, 1986; Ho, 1995; Syntetos and Boylan, 2005); 

• sporadic, as historical series are characterized by many days with no demand at 

all (Ward, 1978; Williams, 1982; Fildes and Beard, 1992; Vereecke and Ver-

straeten, 1994; Syntetos and Boylan, 2005); 

• nervous, thus leading to show differences between successive demand observa-

tion, so implying that cross time correlation is low (Wemmerlöv and Whybark, 

1984; Ho, 1995; Bartezzaghi and Verganti, 1995). 

Managing inventories when demand is lumpy is thus a complex issue since compa-

nies have to cope with both a sporadic pattern, that usually induces high inventory in-

vestments, and highly variable order size, that make it difficult to estimate inventory le-

vels and may affect service levels. For this reason, companies facing lumpy demand 

often experience both high inventory levels and unsatisfactory service levels at the same 

time. 

Lumpiness may emerge as the consequence of different structural characteristics of 

the market. In particular, we may refer to the following main factors (Bartezzaghi et al., 

1999): 

• low number of customers in the market. Fewer customers usually induce sporadic 

requests for the product unit and, therefore, demand lumpiness increases;  

• high heterogeneity of customers. Heterogeneous requests occur when the potential 

market consists of customers with considerably different sizes or buying behaviors 

(i.e. customers that order for very different lot sizes or with different frequencies); 

thus the higher the heterogeneity of customers, the higher the demand lumpiness; 

• low frequency of customers requests. The higher the frequency of requests from a 

customer, the higher the number of different customers that ask for the unit in a 

given time bracket. Thus lumpiness increases as the frequency of each customer’s 

purchase decreases; 



• high variety of customers requests. Demand lumpiness increases also if each single 

customer has a variable reorder behavior over time. Customers may change signifi-

cantly their buying behavior in specific periods of time due, for example, to pro-

motional activities or to speculative buying; 

• high correlation between customers requests. Lumpiness may occur also because 

customers’ requests are strongly correlated with each other. Correlation, for exam-

ple, may be due to imitation and managerial fads which induce similar behaviors in 

customers so that sudden peaks of demand may occur after periods of no requests. 

Spare parts demand often shows this specific kind of variability. This is mainly due to 

the low frequency of requests for these items. In fact spare parts often tend to behave as 

“slow items” since requests for them are distributed over a long period of life. Besides, 

requests may change significantly between orders due to the fact that several different 

kinds of customers may be served by a single service unit. This is often the case when 

spare parts are ordered from independent units that provide the final customer with re-

pair services. In this situation, reorder sizes are influenced by the specific reorder crite-

ria adopted by each service provider. As a matter of fact, most of the contributions on 

lumpy demand management have specifically taken into consideration the spare parts 

case (see for example Croston, 1974; Petrovic et al., 1988; Cobbaert and Van Oudheus-

den, 1996; Shibuya et al., 1998; Liu and Shi, 1999; Willemain et al., 2004). 

Due to its relevant impact on companies performances, lumpy demand management 

has received major attention in the current literature. Specifically the literature has pro-

vided several approaches (i.e. forecasting methods and inventory models) to cope with 

this kind of demand. Also the specific case of spare parts has been taken into account 

and specific methodologies have been provided to cope with demand variability in this 

particular case and proposing different models to improve inventory performance (some 

of the works in these field are: Petrovic et al., 1988; Cohen and Kleindorfer, 1989; Cob-

baert and Van Oudheusden, 1996; David et al., 1997; Dekker et al., 1998; Shibuya et 

al., 1998; Liu and Shi, 1999; Teunter and Fortuin, 1999; Kalchschmidt et al., 2003; Syn-

tetos and Boylan, 2005). 

Literature on lumpy demand management has mainly focused on methods to better 

evaluate demand variability (i.e. forecasting methods; e.g., Syntetos and Boylan, 2005) 

and inventory models specific to this particular case (e.g., Teunter and Fortuin, 1999). 



 

However these models usually don’t address the problem of the aggregation level of da-

ta. This problem arises when the implementation of specific techniques takes place. In 

fact, when trying to implement forecasting and inventory models, practitioners often 

find out that this is much more complex than the simple design or selection of an appro-

priate algorithm and it involves the choice of the relevant pieces of information, the de-

sign of information systems, the control of data quality, and the definition of managerial 

processes. One critical issue concerning the implementation and adoption of forecasting 

and inventory management techniques is the choice of the appropriate level at which 

demand has to be managed. In particular, demand has to be defined over three dimen-

sions: 

1. one shall define the market he/she tries to forecast; e.g., one retailer might want to 

forecast demand at the single store level, while a manufacturer might be interested in 

the demand for the overall region or country; clearly the former forecasting problem 

is harder to tackle than the latter; 

2. one shall define the product the demand refers to; e.g., for a given retailer it might be 

fairly difficult to predict the demand for a given product at the style-color-size-

packaging level, whereas forecasting the total turnover for a given product category 

might not be that hard (Wacker and Lummus, 2002); 

3. finally one needs to define the time frame of the forecasting problem, i.e., one shall 

define the time bucket and the forecasting horizon; indeed forecasting demand at the 

day level is much more complex than forecasting total yearly demand. 

The choice of the aggregation level is important since according to the specific ag-

gregation level chosen, demand variability may show specific peculiarities and thus dif-

ferent techniques may apply, thus affecting forecasting and inventory performances. 

In the remainder of this work we will refer to the previous three dimensions as the 

level of aggregation of the forecasting problem. The smaller the market, the more de-

tailed the definition of the product and the smaller the time bucket, the more the fore-

casting problem is detailed. 



This work focuses on the impact of the aggregation level of data on inventory per-

formances and we address in particular the specific case of lumpy demand. In fact li-

mited contributions can be found regarding how the aggregation level may influence 

lumpy demand.  

The remainder of this paper is thus structured as follows. In the next section the level 

of aggregation of demand will be described and literature contributions on this issue 

will be summarized. Then specific research objectives and methodology will be de-

scribed. In the last two sections, empirical results will be described, a proper discussion 

of results will be provided and future research objectives will be highlighted. 

 

2. The impact of data aggregation 

As previously mentioned, when a forecasting problem has to be addressed, it is im-

portant to clearly state at which level of aggregation a forecast has to be provided. Typi-

cally this choice relates to the specific decision the forecast will be used for. For exam-

ple, when yearly financial budget is under consideration, a company usually doesn’t 

need a very detailed forecast: a forecast for some future months of sales at market level 

is going to be enough for this specific decision making process. On the contrary, if in-

ventory decision is under consideration, probably a company will need to provide a 

forecast at the Stock Keeping Unit (SKU) level, for the next future days or weeks and 

regarding the part of the market that the specific warehouse is serving. 

However, the level of aggregation at which the forecast has to be used (at thus pro-

vided) is not necessarily the same of the level of aggregation at which the forecast is 

evaluated. In particular, during the forecasting process, we face the problem of aggrega-

tion in two different situation. First, when information (i.e., past demand data) is col-

lected, one has to choose at which level of aggregation these data should be used (we re-

fer to this as the data aggregation process). Based on what companies choose here, 

different forecasting methods may then be selected, based on the characteristics of va-

riability the demand shows at that level of aggregation (e.g., if monthly data is used then 

seasonality may be an important variability component to be considered; on the contrary 

if the same data is used at the yearly level seasonality becomes irrelevant, at least for the 

forecast evaluation process). Second, when the forecast has been evaluated it may need 



 

to be aggregated or disaggregated in order to provide the final forecast at the required 

aggregation level that the decision making process needs (e.g., if a market forecast is 

needed for budget purposes, if we evaluate forecast at customer level we then need to 

aggregate all these forecasts by simply summing up them). We refer to this as the fore-

cast aggregation process. Figure 1 summarizes these different situations. In this work 

we will focus on the data aggregation process. 

As figure 1 exemplifies, given a certain aggregation level at which a forecast is 

needed, one can decide to obtain this forecast though a more aggregate forecast (thus a 

disaggregation process is needed to provide the final forecast), through a more disag-

gregated process (thus an aggregation is needed) or without any aggregation or disag-

gregation. Forecast evaluation can be performed at different data aggregation levels. 

Data in fact can be aggregated before evaluating the forecast or disaggregated (e.g., in 

the retail industry frequently companies estimate the demand in different ways accord-

ing to whether data collected on demand refer to promotional periods or not). 

 

 
Fig. 1. Aggregation level options in the forecasting process 

 

Based on these options companies may then structure their forecasting process diffe-

rently. For example, one typical solution is when the forecast is evaluated at the same 

level of aggregation at which the forecast is used. In this situation, based on the aggre-

gation level requested from the decision making process, the forecasting approach is se-

lected according to data or information available, and no aggregation or disaggregation 

of the data is done. Another possibility is when the forecast is evaluated at a more de-

tailed level compared to which the forecast is used. In this case, the forecast is evaluated 



based on disaggregated data and then some aggregation of these is conducted before the 

final forecast is provided. This is often referred to as Bottom-Up approach (Orcutt et al., 

1968; Zellner and Tobias, 2000; Weatherford et al., 2001). A typical example of this 

situation is when sales budget are developed: usually sales people are asked to provide 

their own forecast regarding their specific geographical area or regarding their specific 

customers. These forecasts are then aggregated all together to get to an overall market 

forecast. Another common situation is when the forecast is evaluated at a more aggre-

gate level compared to which the forecast is used. In this situation, the data collection 

and the forecast evaluation is done at a more aggregate level compared to the one at 

which the forecast is then provided. This is often referred to as Top-Down approach 

(Theil, 1954; Grunfeld and Griliches, 1960; Lapide, 1998). For example, this is often 

used when a weekly forecast has to be divided at the daily level for production schedul-

ing purposes, based on some estimation of the daily seasonality. 

As previously mentioned, this choice has to be done on one or more of three different 

dimensions: 

- Product: companies have to choose at which level of detail of the product struc-

ture they want to evaluate forecasts. The demand can be foreseen by leveraging 

on very detailed data (e.g., referring to SKU) or very aggregate ones (e.g., refer-

ring to product families). 

- Market: the demand can be foreseen by taking into consideration very precise and 

detailed information (e.g., the demand of each single customer) or very aggregate 

one (e.g., the demand at market level). 

- Time bucket: in the end, companies have to choose whether they want to rely on 

detailed or aggregate time buckets: demand can be foreseen at daily level, weekly 

level, monthly level, etc. 

The literature on demand management and forecasting has devoted some attention to 

the problem of choosing the proper level of aggregation. Some contributions on this is-

sue focus on the use of aggregation to estimate seasonality curves (Dalhart, 1974; Wi-

thycombe, 1989; Bunn and Vassilopoulos, 1993, 1999; Dekker et al., 2004). These 

works provided evidence that aggregating correlated time series can be helpful to better 

estimate seasonality since it can reduce random variability. Other works focus on the se-

lection of the proper level of data aggregation (e.g., Chan, 1993; Gonzales, 1992; Weiss, 



 

1984). Some authors argue that the top-down approach (i.e., evaluating forecast at ag-

gregate level and then dividing it at detailed level) can be helpful as it is more efficient 

and more accurate in times of stable demand (Theil, 1954; Grunfeld and Griliches, 

1960; Lapide, 1998). Other authors, however, reply that the bottom-up approach (i.e., 

building a forecast by evaluating the forecasts at detailed level and then aggregating 

them) is needed when there are differences across time series (Orcutt et al., 1968; Zell-

ner and Tobias, 2000; Weatherford et al., 2001). Finally, other contributions (Miller et 

al., 1976; Barnea and Lakonishok, 1980; Fliedner, 1999) take a more contingent ap-

proach and show that the choice between the aggregate and detailed approach depends 

on the correlation among time series. Zotteri and Kalchschmidt (2007) analytically 

demonstrate that in fact aggregation is preferable only under certain circumstances (i.e., 

high demand variability, few periods of demand, etc.). 

Limited contributions can, however, be found regarding aggregation in the case of 

lumpy demand. Specifically, several of the mentioned contributions considered fre-

quently the case of stationary and continuous demand. Unfortunately this is not always 

the case: spare parts usually show a lumpy pattern and it is not completely clear whether 

literature findings still hold here. 

Similarly, contributions on the aggregation level selection have mainly focused on fo-

recasting, i.e., the impact of aggregation on forecasting accuracy. Limited contributions 

have consider simultaneously the impact on forecasting and inventory management sys-

tems. In fact, literature on lumpy demand management has argued and, sometimes, 

proved that designing an integrated forecasting and inventory management system may 

be much more beneficial than focusing on just one of the two (Kalchschmidt et al., 

2003). In this situation the forecasting method applied has to focus on estimating de-

mand characteristics that the chosen inventory system needs to define reorder politics. 

This work aims at providing a better understanding of how aggregation may influence 

inventory performance when demand is lumpy. In particular here attention is devoted to 

the case of aggregation over time (temporal aggregation). This choice is due to the fact 

that limited contributions can be found on this specific issue (also in the stationary and 

stable demand case). As a matter of fact, the vast amount of contributions on this topic 



usually refer to aggregation over product and over market dimensions (see previously 

mentioned contributions), while only limited contributions can be found regarding tem-

poral aggregation for non-lumpy demand (some contributions can be found in Johnston 

and Harrison, 1986; Snyder et al., 1999; Dekker et al., 2004) and very few specific to 

the lumpy demand case (Nikolopoulos et al., 2009). For all these reasons, in the re-

minder of the paper only temporal aggregation will be considered. 

 

3. Objectives and methodology 

The goal of this work is to study whether temporal aggregation of lumpy demand may 

be beneficial in terms of impact on inventory performances. Specifically, the objectives 

are: 

1. Analyze the impact of temporal aggregation level in a specific situation, namely spare 

parts demand. 

2. Evaluate the impact of demand characteristics (e.g., lumpiness) on the choice of the 

proper level of aggregation. 

In order to achieve these goals a simulation analysis based on real demand data has 

been considered. Demand data has been collected from the Spare Parts Management 

Division of a major multinational white goods manufacturer. The company provided us 

with daily level demand data for all its spare parts SKUs over almost one year period 

(specifically 209 working days). The company manages more than 68.000 SKUs; 

among these, almost 52.000 have less than two orders per year. We decided to focus on-

ly on those items that presented at least two orders over the available data set. Then we 

selected from 16.875 SKUs that guaranteed this requirement a sample of 1.000 SKUs 

chosen at random. Among these, 926 SKUs at the end were considered (some SKUs 

were omitted due to item specific problems, such as item recoding or termination).  

This data set was divided in two samples: the first one, based on the first 105 days 

was allocated for fitting purposes of the selected model, while the second one (based on 

the remaining 104 days) was used for testing performance. Table 1 synthesizes some 

descriptive statistics on the overall sample. 

 



 

Demand 
Demand Interar-

rival 
Demand Size 

Order fre-

quency 

Average 

(units) 
CV 

Average 

(days) 
CV 

Average 

(units per 

order) 

CV

(n. of days 

with non zero 

demand) 

Min 0,01 0,86 1,00 0,00 1,00 0,00 2,00 

25%ile 0,03 3,89 7,21 0,66 1,01 0,00 4,00 

Median 0,10 6,19 18,34 0,84 1,81 0,64 9,00 

75%ile 0,44 8,46 40,20 1,01 4,00 1,20 28,00 

Max 53,44 13,58 104,50 4,09 269,67 4,84 209,00 

Table 1. Descriptive statistics for the considered sample 

 
As it can be noted the demand variability is quite high (median CV is above 6). This 

is due to both variability in the demand size (median CV of demand size is 0.64) but al-

so to the demand intermittency (median n. of days with non zero demand is 9 out of 209 

days of demand). Thus, coherently with our definition of lumpy demand and with pre-

vious contributions (Sytentos and Boylan, 2005), we can conclude that considered data 

has in fact a lumpy pattern (both size is variable and demand is intermittent). 

To achieve our research goals, we based our analyses on a simulation model with the 

following characteristics: 

1. In order to estimate inventory levels, we adopted Syntetos and Boylan (S&B) un-

biased variation of Croston’s method (Syntetos and Boylan, 2001). We selected 

this forecasting approach since it is actually considered a reliable method for the 

case of lumpy demand compared to other known solutions (Syntetos and Boylan, 

2001 and 2005; Altay et al., 2008). This approach reduces the bias in the estima-

tion of the average demand in case of lumpy pattern. We refer to Syntetos and 

Boylan (2001) for a detailed description of the approach and to Kalchschmidt et 

al. (2003) and Syntetos and Boylan (2005) for comparisons with other methodol-

ogies in the case of lumpy demand. The smoothing parameters were set at 0.2 and 

the C parameter was set to 200 (see cited papers for details on the model). Some 

tests were also run with other values for these parameters. Even if differences 



arise when parameters change, these do not affect significantly the results of our 

analyses. For this reason and for briefness sake we omitted these analyses here. 

2. The safety stock is defined according to the actual demand variability and the de-

sired service level. Specifically we simulated different scenarios according to dif-

ferent average service levels i.e., 94% (the average service level the company was 

achieving) and 99.1% (the desired service level the company was aiming to have). 

We considered these two levels of performance since they represent what the 

company considered as reference. For briefness sake we will show the results on-

ly for the former case. 

3. The reorder model considered is an order-up-to system with daily revisions of in-

ventory levels; backlog is allowed. 

4. Deliveries from suppliers are assumed constant and equal to 20 days for all items. 

The company based its own reorder politics on this specific value. We argue that 

according to the specific lead time suppliers provide, the impact of the aggrega-

tion level on inventory performances may change. However, we claim that the 

considerations we draw from our analyses are not affected explicitly from this 

specific assumption. We discuss this issue in deeper detail in the conclusions. 

Each day of the simulation we update model parameters and evaluate inventory per-

formances in terms of inventory levels and service level (i.e., served quantity compared 

to actual demand). If inventory is not enough to fulfill daily demand a backlog is ac-

counted and demand is served as soon as inventory is available. 

Simulations were run according to five different aggregation levels of demand data. 

Specifically we considered aggregation on a one day level (1d, data as it is), a two days 

level (2d, demand is aggregated between two subsequent days), three days level (3d), 

ten days level (10d) and thirty days level (30d). Other intermediate aggregation levels 

were run but here they are omitted for sake of brevity. Since the performances of the 

systems under investigation are based on two objectives (service level and inventory 

level), in order to compare the different scenarios we run all simulations so to guarantee 

a 94% service level on the average of the test period. We then can directly compare in-

ventory levels to identify the impact of the data aggregation process. 



 

4. Simulation results and discussion 

Figure 2 shows the average inventory level of the considered items on the testing period 

for different aggregation levels.  
 

 

Fig. 2. Average inventory levels for the different temporal aggregation levels considered (average 

service level is 94.1%) 

 
As it can be noted, the average inventory level required to guarantee a 94% average 

service level reduces as we aggregate demand data. The extent to which inventories 

benefit from aggregation is impressive (in particular when comparing the more detailed 

levels with the more aggregate ones) and the benefit of further aggregation tends to re-

duce on higher horizons. In order to verify that these average results were consistent at 

SKUs level (and to avoid eventual bias due to few peculiar cases, e.g., high volume 

skus) we ran nonparametric tests on the equality of average inventories between the dif-

ferent simulation runs (we based our analyses on Friedman’s test1). All tests were sig-

nificant at 0.99 level, thus we can claim than on a relevant portion of our SKUs, aggre-

gating demand improves inventory performances. 

                                                           
1 The Friedman test is the nonparametric equivalent of a one-sample repeated measures design or a two-way anal-

ysis of variance with one observation per cell. Friedman tests the null hypothesis that k related variables come from 
the same population. For each case, the k variables are ranked from 1 to k. The test statistic is based on these ranks. 



Even if on average the temporal aggregation seems to pay off, a more detailed analy-

sis showed that this is not true for all items. Table 2, in fact, highlights that some items 

don’t benefit from aggregation but, on the contrary, face a worsening of the inventory 

level. As we can see, among the considered SKUs, on average almost 22% show worse 

performance when demand is aggregated, while almost 9% on average are not affected 

by the aggregation level. 

 

 

From 1 day

to 2 days 

From 2 days

to 3 days 

From 3 days

to 10 days 

From 10 

days 

to 30 days 

Improvement 817 529 711 517 

Indifference 59 80 76 105 

Worsening 50 317 139 304 

Total 926 926 926 926 

Table 2. Distribution of SKUs for different aggregation levels, classified according to whether they 

improve performance by aggregating demand, stay the same, or worsen. 

 
 
The identified phenomenon seems to apply differently on the items considered, thus 

we take a contingent approach to identify what are the key drivers that influence the op-

timal aggregation level. In order to identify discriminant contingent factors we ran mul-

tiple comparisons among three groups of items (namely those for which aggregation 

improves performance, those were aggregation is indifferent and those where aggrega-

tion lead to worse performance) for all the considered aggregation levels. T-tests on the 

equality of means were run among the different groups on the following variables2: 

• Average demand; 

• Standard deviation of demand; 

• Coefficient of variation of demand; 

• Asymmetry of demand; 

                                                           
2 For space sake we omit all statistical analyses. All contingencies have been evaluated at daily level since this 

was the most detailed level available. 



 

• Lumpiness of demand: lumpiness has been measured according to the following 

expression: 

 
 

where CV is the coefficient of variation of demand, μ is the average demand and 

LT is the replenishment lead time; 

• Number of days with non zero demand; 

• Average size of demand; 

• Standard deviation of demand size; 

• Coefficient of variation of demand size; 

• Average interarrival; 

• Standard deviation of interarrival; 

• Coefficient of variation of interarrival; 

Among all, two variables seem to be constantly changing between the considered 

groups at the different aggregation levels: coefficient of variation of demand size (CVs) 

and average interarrival between successive orders. These two measures are negatively 

correlated among themselves (Pearson correlation index is -0.51 with p < 0.001) due to 

the fact that both measures are affected by the number of days of non zero demand. In 

order to get rid of the effect of the days of actual demand, we define a standard coeffi-

cient of variation of demand size as follows: 

 

where CVs is the coefficient of variation of demand size and n is the number of days of 

non zero demand. This indicator reduces the bias that CVs has due to the number of days 

of actual observations. 

Figure 2 shows the distribution of the 926 SKUs considered according to these two 

variables. 



 

Fig. 2. SKUs distribution according to the standard coefficient of variation of demand size  and 

the average interarrival 

 
Based on these two variables, we divided the different SKUs in clusters. In particular, 

we ran first a hierarchical cluster analysis, in order to identify the proper number of 

groups. Specifically, we applied a hierarchical cluster analysis with between-groups lin-

kage based on Squared Euclidean distance. Through the analysis of the dendogram, we 

identified four as a proper number of clusters. A k-means cluster analysis with four as 

number of clusters led us to identify the following groups of items (Table 3 provides in-

formation regarding the final cluster centroids): 

• High variability and highly sporadic (HVHS): these items are characterized by 

both high variability of demand size and sporadic pattern (on average less than 4 

orders per year). 

• Low variability and highly sporadic (LVHS): these items show a sporadic pattern 

(on average less than 4 orders per year) but demand size tends to be quite stable. 

• High variability and sporadic (HVS): these items are ordered more frequently (on 

average more than 13 orders per year), however with highly variable quantities 

• Low variability and sporadic (LVS): these items are ordered frequently (on aver-

age more than 13 orders per year) and with very stable quantities. 

 

 



 

 Std. CV of demand 

size 
Interarrival 

N Mean Std. Dev. Mean Std. Dev.

HVHS 99 0,450 0,198 56,262 19,603 

LVHS 237 0,011 0,038 50,798 21,020 

HVS 136 0,472 0,129 15,856 8,828 

LWS 454 0,154 0,076 10,364 8,281 

Combined 926 0,196 0,194 26,426 24,267 

Table 3. Descriptive statistics of final clusters centroids 

 
The clusters obtained are also coherent to previous contributions that group SKUS 

according to similar variables (e.g., Syntetos et al., 2005). 

In order to compare the different aggregation levels, we defined the Average Invento-

ry Reduction (AIR) as the average percentage reduction of inventories between two dif-

ferent aggregation levels. In particular, AIR is defined as: 

 

 
 

Where  is the inventory level for item k at aggregation level i. 

Based on these clusters we evaluated the average inventory reduction (AIR) between 

the different aggregation levels within each cluster. Table 4 summarizes this compari-

son. 

These results show again that improvement in inventory performances are widespread 

in the sample, and thus they confirm our previous evidence. Quite interestingly, howev-

er the improvements obtained through a more aggregated forecast are significant when 

the demand is not highly sporadic. In fact, when sporadic behavior is limited all reduc-

tions are significant (based on pair comparisons at SKU level). Significant benefits may 

occur also when the demand is highly sporadic but only if the variability is limited; in 

fact, in most of the comparisons there is a significant reduction even if in one case a 



significant increase can also be seen. When the demand is highly sporadic and the de-

mand size is highly variable, no significant improvements can be found; quite interes-

tingly even if on average some reductions can still be found here, they are not statisti-

cally significant. 

 
  Interarrival 

  Sporadic Highly Sporadic 

Demand 

size  

variability 

High 

AIR[2-1]: 

AIR[3-2]: 

AIR[10-

3]: 

AIR[30-

10]: 

-51.1% 

* 

-33.6% 

* 

-47.1% 

* 

-21.7% 

* 

AIR[2-1]:  

AIR[3-2]: 

AIR[10-

3]: 

AIR[30-

10]: 

-20.0% 

-10.9% 

+4.1% 

+9.5% * 

Low 

AIR[2-1]: 

AIR[3-2]: 

AIR[10-

3]: 

AIR[30-

10]: 

-39.5% 

* 

-23.8% 

* 

-37.5% 

* 

-44.3% 

* 

AIR[2-1]: 

AIR[3-2]: 

AIR[10-

3]: 

AIR[30-

10]: 

-44.3% 

* 

-12.5% 

-19.8% 

* 

+18.5% 

* 

Table 4. Average inventory reduction for each cluster between the different aggregation levels 

(AIR[i-j]: average inventory reduction with i days aggregation level compared to j days aggregation 

level; * p < 0.05, based on pair comparison of each SKU) 

 
These results suggest that aggregating demand seems to be a reliable approach when 

demand is lumpy. However when demand sporadic behavior and variability are ex-

tremely high (i.e. HVS skus), this approach is not helpful and can in some cases lead to 

worse performances. This result eventually suggests that in this last situation, demand 

forecasting can be highly inefficient and one should design inventory management solu-

tions based on other approaches. In our case it should also be noted that this situation af-

fects only a limited part of the inventory problem we are addressing. In fact these items 



 

account for no more than 10% of the considered SKUs that are responsible for less than 

2% of demand volumes and less than 1% of the average inventory level. 

 

5. Conclusions 

This work provides evidence that the temporal aggregation of data may be beneficial 

in spare parts inventory management and forecasting. The presented results show a clear 

effect of the aggregation of data over inventory performance, thus they emphasize the 

importance of paying proper attention in defining the aggregation level at which de-

mand is managed. This consideration is coherent with previous results on this topic in 

the case of non-lumpy demand (see literature review for details) and provides evidence 

that also when demand is sporadic or lumpy, this issue has to be taken in high consider-

ation. 

A second contribution relates to the contingent analysis of the impacts of aggregation. 

The analyses show that even if the impact is usually significant, the characteristics of 

the demand significantly influence the possibility of improving inventory performances 

by leveraging on temporal aggregation. In particular, results provide evidence that when 

the demand is sporadic, impressive inventory reduction can be gained by leveraging on 

data aggregation. However when the demand occurrence is extremely low (in our case 

less than four orders in one year), leveraging on data aggregation may be effective if va-

riability in demand size is not extremely high. On the contrary, if both sporadic nature 

of demand and variability of demand size are extremely high, impacts can be limited. 

This last situation, however, is limited to few cases in our sample (almost 10% of consi-

dered SKUs). This result is coherent with other contributions in the field, claiming that 

when demand lumpiness is too high, companies should not invest too much in forecast-

ing those patterns due to the extreme uncertainty of the situation. 

This work also highlights some interesting issues that future studies should devote at-

tention to. First of all, it would be important to define criteria that can provide compa-

nies with a clear a-priori determination of the aggregation level they should adopt. In 

fact this work, provides some guidelines for companies willing to understand whether 



they should aggregate data or not. Such a contribution is important for managers since it 

can provide them with some guidelines to better manage their spare parts inventories.  

We would also like to draw attention to some limitations of this work. First of all, we 

considered a specific situation in terms of data (available from one single company), 

thus one can doubt about the possibility to generalize these results. We argue, however, 

that these results are at some extent of general validity since even if the data come from 

a single company they represent a typical situation faced in the spare parts business. In-

deed future studies should consider other data sets from other companies to verify these 

results. A second issue relates to the specific forecasting technique that we adopted to 

manage demand. This work focuses on one specific forecasting method (i.e. Syntetos 

and Boylan’s method). It would be important to evaluate to which extent these results 

are method-specific and thus how the selection of the aggregation level should take the 

forecasting method adopted into account. We consider that some specificities of the ap-

plied method may have an impact since different methods rely on the estimation of dif-

ferent parameters that can be influenced heterogeneously by the aggregation level. We 

argue, however, that our results still constitute a relevant contribution for this topic, also 

due to the fact that the adopted method is considered to provide superior performances 

compared to others for the specific case of lumpy demand.  

In the end, we would like to draw attention on the assumptions we made on suppliers 

lead time. As we mentioned, we assumed lead times constantly equal to 20 days for all 

items. Our results are for sure influenced by this assumption that we made in order to 

simplify analyses. We argue, however, that the overall conclusions of our work is not 

affected by this supposition. We claim that relaxing this assumption would be important 

for providing more reliable guidelines for companies and thus future works should ad-

dress this topic. 
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