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Abstract

Given a semi-Hamiltonian system, we construct an F -manifold with a connection

satisfying a suitable compatibility condition with the product. We exemplify this proce-

dure in the case of the so-called ǫ-system. The corresponding connection turns out to be

flat, and the flat coordinates give rise to additional chains of commuting flows.

1 Introduction

This paper is a natural continuation of [12] and deals with F -manifolds and their associated

integrable hierarchies. The aim of [12] essentially was to extend the concept of F -manifold

with compatible connection to the non-flat case and to show its relevance in the theory of

integrable systems of hydrodynamic type. The integrability condition (i.e., the condition en-

suring the existence of integrable flows) in such a framework becomes the following simple

requirement on the connection ∇ and on the structure constants ci
jk entering the definition of

these F -manifolds:

Rk
lmic

n
pk + Rk

lipc
n
mk + Rk

lpmcn
ik = 0, (1.1)

where Ri
jkl is the Riemann tensor of the connection ∇. Thus, the starting point in [12] was an

F -manifold, and the goal was the associated integrable hierarchy. The approach of this paper
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is different, since here we move in the opposite direction. The starting point is an integrable

hierarchy of hydrodynamic type, and the goal is the construction of an F -manifold with

compatible connection. More precisely, we consider the case of semi-Hamiltonian systems,

that is, diagonal systems of hydrodynamic type [20],

ui
t = vi(u) ui

x, u = (u1, . . . , un), i = 1, . . . , n, (1.2)

whose coefficients vi(u) (usually called characteristic velocities) satisfy the system of equa-

tions

∂j

(

∂kv
i

vi − vk

)

= ∂k

(

∂jv
i

vi − vj

)

∀ i 6= j 6= k 6= i, (1.3)

where ∂i = ∂
∂ui . Equations (1.3) are the integrability conditions for three different systems:

the first one, given by
∂jw

i

wi − wj
=

∂jv
i

vi − vj
, (1.4)

provides the characteristic velocities of the symmetries

ui
τ = wi(u)ui

x i = 1, ..., n,

of (1.2); the second one is the system

∂i∂jH − Γi
ij∂iH − Γj

ji∂jH = 0, Γi
ij =

∂jv
i

vj − vi
, (1.5)

whose solutions H are the conserved densities of (1.2); the third one is

∂j ln
√

gii =
∂jv

i

vj − vi
, (1.6)

and relates the characteristic velocities of the system with a class of diagonal metrics. These

metrics and the associated Levi-Civita connection play a crucial role [3] in the Hamiltonian

formalism of (1.2).

The first result of this paper is the existence of a connection ∇ canonically associated

with a given semi-Hamiltonian system, to be called the natural connection of the system. By

definition, it is compatible—in the sense of (1.1)—with the product ci
jk = δi

jδ
i
k, and leads to

a structure of F -manifold with compatible connection. We point out that the natural connec-

tion does not coincide, in general, with the Levi-Civita connections of the diagonal metrics

satisfying the system (1.6)—whose Christoffel symbols are the Γi
ij appearing in (1.5).

This alternative approach to the theory of semi-Hamiltonian systems might be useful

not only from a geometric viewpoint, but also for applications. Indeed, it happens that the

connection ∇ mentioned above turns out to be flat even in cases where the solutions of

(1.6) neither are flat nor have the Egorov property1. In such a situation the metrics that are

1We recall that a metric is said to have the Egorov property (or to be potential) if there exist coordinates

such that the metric is diagonal and gii = ∂iφ. In other words, the rotation coefficients

βij =
∂i
√

gjj√
gii

(1.7)

must be symmetric
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compatible with the connection ∇ are not invariant with respect to the product. Nevertheless

the flatness of the connection and the condition

∇lc
i
jk = ∇jc

i
lk,

entering the definition of F -manifold with compatible connection, are sufficient to define the

so-called principal hierarchy, as it was shown in [12] extending a standard construction of

Dubrovin.

As an example, we study the semi-Hamiltonian system

ui
t =

(

ui − ǫ

n
∑

k=1

uk

)

ui
x, i = 1, . . . , n, (1.8)

known in the literature as ǫ-system. It has been studied by several authors. In particular, we

refer to [5, 15, 19] for the case ǫ = −1, to [6] for the case ǫ = −1
2
, to [4] for the case ǫ = 1,

and to [18, 11, 10] for the general case. For n > 2 the metrics

gii =
ϕi(u

i)
[

∏

l 6=i(u
i − ul)2

]ǫ , i = 1, . . . n, (1.9)

(where ϕi(u
i) are arbitrary non-vanishing functions of a single variable) satisfying the system

(1.6) are not of Egorov type. Indeed, their rotation coefficients

βij =

[

∏

l 6=i(u
i − ul)2

∏

l 6=j(u
j − ul)2

]
ǫ
2

ǫ

uj − ui
(1.10)

are not symmetric2. Therefore the natural connection of the ǫ-system does not coincide with

the Levi-Civita connection of any of the metrics (1.9).

In the second half of the paper we study in details such natural connection, that turns out

to be flat. Thus, besides the usual higher flows of (1.8), we obtain (n − 1) additional chains

of commuting flows associated with the non-trivial flat coordinates of the natural connection.

Remarkably, the recursive identities relating these flows have a double geometrical interpre-

tation: the first one, in terms of the usual recursive procedure involved in the construction

of the principal hierarchy; the second one, in terms of certain cohomological equations ap-

pearing in [11, 10]. Finally, we explicitly construct the associated principal hierarchy in the

cases n = 2 and n = 3.

2In [10] it was observed that they satisfy the Egorov-Darboux system

∂kβij = βikβkj i 6= j 6= k
∑

k

∂kβij = 0 i 6= j

∑

k

uk∂kβij = −βij i 6= j

if the ϕi are constant.
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2 F -manifolds with compatible connection and related in-

tegrable systems

In this section we review the most important results of [12]. First of all let us recall the main

definition of that paper.

Definition 2.1 An F -manifold with compatible connection is a manifold endowed with an

associative commutative multiplicative structure given by a (1, 2)-tensor field c and a tor-

sionless connection ∇ satisfying condition

∇lc
i
jk = ∇jc

i
lk (2.1)

and condition

Rk
lmic

n
pk + Rk

lipc
n
mk + Rk

lpmcn
ik = 0, (2.2)

where Rk
ijl = ∂jΓ

k
li − ∂lΓ

k
ji + Γk

jmΓm
li − Γk

lmΓm
ji is the Riemann tensor of ∇.

Definition 2.2 An F -manifold with compatible connection is called semisimple if around

any point there exist coordinates (u1, . . . , un)—called canonical coordinates—such that the

structures constants become

ci
jk = δi

jδ
i
k.

On the loop space of a semisimple F -manifold with compatible connection, one can define

a semi-Hamiltonian hierarchy. The flows of this hierarchy are

ui
t = ci

jkX
kuj

x, (2.3)

where the vector fields X satisfy the system

ci
jm∇kX

m = ci
km∇jX

m. (2.4)

Using the generalized hodograph method [20], one obtains the general solution of (2.3) in

implicit form as

tX i + xei = Y i, (2.5)
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where

e =
n
∑

i=1

∂

∂ui

is the unity of the algebra and Y is an arbitrary solution of (2.4). Notice that the above

representation of the solution in terms of critical points of a family of vector fields—as well

as the expressions (2.3,2.4)—holds true in any coordinate system.

If the connection ∇ is flat, the definition of F -manifold with compatible connection

reduces to the following definition, due to Manin [14].

Definition 2.3 An F -manifold with compatible flat connection is a manifold endowed with

an associative commutative multiplicative structure given by a (1, 2)-tensor field c and a

torsionless flat connection ∇ satisfying condition (2.1).

In flat coordinates, condition (2.1) reads

∂lc
i
jk = ∂jc

i
lk.

This, together with the commutativity of the algebra, implies that

ci
jk = ∂jC

i
k = ∂j∂kC

i.

Therefore, condition (2.1) is equivalent to the local existence of a vector field C satisfying,

for any pair (X, Y ) of flat vector fields, the condition [14]:

X ◦ Y = [X, [Y,C]],

where (X ◦ Y )k = ck
ijX

iY j .

The hierarchy associated with an F -manifold with compatible flat connection is usually

called principal hierarchy. It can been defined in the following way, which is a straightfor-

ward generalization of the original definition given by Dubrovin in the case of Frobenius

manifolds. First of all, one defines the so-called primary flows:

ui
t(p,0)

= ci
jkX

k
(p,0)u

j
x, (2.6)

where (X(1,0), . . . , X(n,0)) is a basis of flat vector fields. Then, starting from these flows, one

can define the “higher flows” of the hierarchy,

ui
t(p,α)

= ci
jkX

k
(p,α)u

j
x, (2.7)

by means of the following recursive relations:

∇jX
i
(p,α) = ci

jkX
k
(p,α−1). (2.8)

Remark 2.4 The vector fields obtained by means of the recursive relations (2.8) are nothing

but the z-coefficients of a basis of flat vector fields of the deformed connection [2] defined,

for any pair of vector fields X and Y , by

∇̃XY = ∇XY + zX ◦ Y, z ∈ C .

In the following section we will show how to construct a semisimple F -manifold with

compatible connection starting from a semi-Hamiltonian system.
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3 From semi-Hamiltonian system to F -manifolds with com-

patible connection: The natural connection

Let

ui
t = vi(u) ui

x, u = (u1, . . . , un), i = 1, . . . , n, (3.1)

be a semi-Hamiltonian system, that is, suppose that the characteristic velocities vi(u) satisfy

(1.3). We want to define a semisimple F -manifold with compatible connection whose asso-

ciated semi-Hamiltonian system contains (3.1). First of all, we define the structure constants

ci
jk simply assigning to the Riemann invariants ui the role of canonical coordinates. This

means that in the coordinates (u1, . . . , un) we have

ci
jk = δi

jδ
i
k. (3.2)

Once given the structure constants, the definition of the connection ∇ is quite rigid, apart

from the freedom in the choice of the Christoffel symbols Γi
ii. Indeed, such a connection

must be torsion-free,

Γi
jk = Γi

kj,

and must satisfy condition (2.1), that in canonical coordinates reduces to

Γi
jk = 0 for i 6= j 6= k 6= i, (3.3)

Γi
jj = −Γi

ji for i 6= j. (3.4)

Moreover, the space of solutions of (2.4) must contain the characteristic velocities of the

semi-Hamiltonian system we started with. Putting X i = vi in (2.4), we obtain

Γi
ji =

∂jv
i

vj − vi
for i 6= j, (3.5)

where the vi satisfy (1.3). The compatibility condition (2.2) between c and ∇ is now auto-

matically satisfied, thanks to the following lemmas.

Lemma 3.1 The only non-vanishing components of the Riemann tensor of a connection sat-

isfying conditions (3.3,3.4,3.5) are

Ri
iki = −Ri

iik = ∂kΓ
i
ii − ∂iΓ

i
ik (3.6)

and

Ri
qqi = −Ri

qiq = ∂qΓ
i
qi − ∂iΓ

i
qq +

(

Γi
iq

)2
+ Γi

qqΓ
q
qi −

n
∑

p=1

Γi
piΓ

p
qq. (3.7)

Proof. First of all we have

Ri
qkl = 0 for distinct indices (3.8)

Ri
ikl = −Ri

ilk = ∂kΓ
i
il − ∂lΓ

i
ik = 0 if i 6= k 6= l 6= i (3.9)

Ri
qki = −Ri

qik = ∂kΓ
i
iq + Γi

ikΓ
i
iq − Γi

iqΓ
q
qk − Γi

ikΓ
k
kq = 0 if i 6= q 6= k 6= i. (3.10)

6



The first identity is a consequence of the vanishing of the Christoffel symbols Γi
jk when the

three indices are distinct, the second one is a consequence of the semi-Hamiltonian property

(1.3), and the third one is a consequence of the identity (see [20])

∂kΓ
i
iq + Γi

ikΓ
i
iq − Γi

iqΓ
q
qk − Γi

ikΓ
k
kq =

vk − vi

vq − vk

[

∂q

(

∂kv
i

vk − vi

)

− ∂k

(

∂qv
i

vq − vi

)]

and of the semi-Hamiltonian property. Finally, using (3.4) and (3.10) one can easily prove

that

Ri
qql = −Ri

qlq = −∂lΓ
i
qq + Γi

qqΓ
q
ql − Γi

ilΓ
i
qq − Γi

llΓ
l
qq = 0 if i 6= q 6= l 6= i. (3.11)

All the other components vanish apart from (3.6,3.7). �

Lemma 3.2 Condition (2.2) follows from (3.3), (3.4), and (3.5).

Proof. In canonical coordinates, condition (2.2) takes the form

Rn
lmiδ

n
p + Rn

lipδ
n
m + Rn

lpmδn
i = 0. (3.12)

It is clearly satisfied if n 6= p, m, i. Since p, m, i appear cyclicly in (3.12), it is sufficient to

prove it for p = n, that is,

Rn
lmi + Rn

linδ
n
m + Rn

lnmδn
i = 0. (3.13)

In turn, this condition needs a check only for i 6= n, leading to Rn
lmi + Rn

linδ
n
m = 0. We end

up with Rn
lmi = 0, where i 6= n and m 6= n, which is the content of Lemma 3.1. �

Remark 3.3 Let us consider a diagonal metric solving the system (1.6). Its Levi-Civita

connection clearly satisfies (3.3) and (3.5). It fulfills also (3.4) if and only if the metric is

potential in the coordinates (u1, . . . , un). Therefore, only in this case one can choose the Γi
ii

in such a way that ∇ is such a Levi-Civita connection. In other words, a connection ∇ satis-

fying conditions (3.3,3.4,3.5) does not necessarily coincide with the Levi-Civita connection

of a metric solving (1.6). A (counter)example is given by the ǫ-system discussed in Section 5.

A natural way to eliminate the residual freedom in the choice of the Christoffel coeffi-

cients Γi
ii (i = 1, . . . , n) is to impose the additional requirement

∇e = 0, (3.14)

where e =
∑n

i=1
∂

∂ui is the unity of the algebra. Indeed, condition (3.14) means that

n
∑

k=1

Γi
jk = 0. (3.15)

If i 6= j, it coincides with (3.4). If i 6= j, it gives

Γi
ii = −

∑

k 6=i

Γi
ik, i = 1, . . . , n. (3.16)

7



Definition 3.4 We call the connection ∇ defined by conditions (3.3,3.4,3.5,3.16) the natural

connection associated with the semi-Hamiltonian system (3.1).

By construction, the natural connection and the product (3.2) satisfy Definition 2.1 of F -

manifold with compatible connection, and the semi-Hamiltonian system (3.1) is one of the

integrable flows associated with this F -manifold.

Remark 3.5 We added condition (3.16) in order to associate a unique connection to a given

semi-Hamiltonian system. We will see in Section 5 that this is a very convenient choice for

the ǫ-system. Nevertheless, there might be situations where a different condition has to be

chosen.

We close this section with a remark on the Euler vector field

E =
n
∑

k=1

uk ∂

∂uk
. (3.17)

Proposition 3.6 The Euler vector field E and the unity of the algebra e satisfy the identity

∇eE = e,

where ∇ is the natural connection.

Proof. We have that

(∇eE)i = ek∇kE
i = ek

(

∂kE
i + Γi

klE
l
)

=
n
∑

k=1

(

δi
k + Γi

klE
l
)

= 1 +

(

n
∑

k=1

Γi
kl

)

El = 1 = ei,

where we have used (3.15). �

4 Special recurrence relations for semi-Hamiltonian sys-

tems

In view of the example of the ǫ-system (to be discussed in the next section), we recall some

results obtained in [10, 11].

Let M be an n-dimensional manifold. A tensor field L : TM → TM of type (1, 1) is

said to be torsionless if the identity

[LX, LY ] − L[LX, Y ] − L[X, LY ] + L2[X, Y ] = 0

8



is verified for any pair of vector fields X and Y on M . According to the theory of graded

derivations of Frölicher-Nijenhuis [7], a torsionless tensor field L of type (1, 1) defines a

differential operator dL on the Grassmann algebra of differential forms on M , satisfying the

fundamental conditions

d · dL + dL · d = 0, dL
2 = 0.

On functions and 1-forms this derivation is defined by the following equations:

dLf(X) = df(LX) (that is, dLf = L∗df )

dLα(X, Y ) = LieLX(α(Y )) − LieLY (α(X)) − α([X, Y ]L),

where

[X, Y ]L = [LX, Y ] + [X, LY ] − L[X, Y ].

For instance, if L = diag(f 1(u1), . . . , fn(un)), the action of dL on functions is given by the

formula

dLg =
n
∑

i=1

f i ∂g

∂ui
dui.

We assume a : M → R to be a function which satisfies the cohomological condition

ddLa = 0, (4.1)

and, from now on, that L = diag(u1, . . . , un). Then, according to the results of [10], to any

solution h = H(u) of the equation

ddLh = dh ∧ da (4.2)

we can associate a semi-Hamiltonian hierarchy. Indeed, it is easy to prove that the system of

quasilinear PDEs

ui
t =

[

−∂iK

∂iH

]

ui
x, i = 1, . . . , n, (4.3)

is semi-Hamiltonian for any solution h = K(u) of the equation (4.2), and that, once fixed

H , the flows associated to any pair (K1,K2) of solutions of (4.2) commute. Moreover, there

is a recursive procedure to obtain solutions of (4.2).

Lemma 4.1 ([1, 13]) Let K0 be a solution of (4.2). Then the functions Kα recursively de-

fined by

dKα+1 = dLKα − Kαda, α ≥ 0, (4.4)

satisfy equation (4.2).

9



Let us illustrate how to apply the previous procedure in the case of the (trivial) solutions

H = a and K0 = −a of equation (4.2). Using the recursive relations (4.4), we get

ui
t0

= −∂iK0

∂ia
ui

x = ui
x

ui
t1

= −∂iK1

∂ia
ui

x = [ui − a]ui
x = [ui + K0]u

i
x

ui
t2

= −∂iK2

∂ia
ui

x = [(ui)2 + K0u
i + K1]u

i
x

...

ui
tn = −∂iKn

∂ia
ui

x = [(ui)n + K0(u
i)n−1 + K1(u

i)n−2 + · · · + Kn−1]u
i
x

...

The choice H = −K0 = a = ǫ Tr(L) = ǫ
∑n

i=1 ui gives rise to the ǫ-system discussed in the

Introduction and in the following section.

5 The ǫ-system

In this section we exemplify our construction in the case of the ǫ-system (1.8). In partic-

ular, we show that its natural connection is flat, so that we obtain an F -manifold with flat

compatible connection and its principal hierarchy.

5.1 The natural connection of the ǫ-system

According to Definition 3.4, the natural connection of the ǫ-system is given by

Γi
jk = 0 for i 6= j 6= k 6= i

Γi
ji =

ǫ

ui − uj
for i 6= j

Γi
jj = −Γi

ji =
ǫ

uj − ui
for i 6= j

Γi
ii = −

∑

k 6=i

Γi
ik = −

∑

k 6=i

ǫ

ui − uk
.

(5.1)

Proposition 5.1 The natural connection of the ǫ-system is flat.

Proof. We have that

Ri
iki = ∂kΓ

i
ii−∂iΓ

i
ik = ∂k

(

−
∑

j 6=i

ǫ

ui − uj

)

−∂i

(

ǫ

ui − uk

)

= − ǫ

(ui − uk)2
+

ǫ

(ui − uk)2
= 0

10



and

Ri
qqi = ∂qΓ

i
qi − ∂iΓ

i
qq +

(

Γi
iq

)2
+ Γi

qqΓ
q
qi −

n
∑

p=1

Γi
piΓ

p
qq

= ∂qΓ
i
qi − ∂iΓ

i
qq + Γi

iq(Γ
i
iq − Γq

iq) −
∑

p6=i,q

Γi
piΓ

p
qq − Γi

iiΓ
i
qq − Γi

qiΓ
q
qq

= (∂q + ∂i)

[

ǫ

ui − uq

]

+ 2
ǫ2

(ui − uq)2
+
∑

p6=i,q

ǫ2

(ui − up)(up − uq)

+
ǫ

ui − uq

∑

p6=i,q

[

− ǫ

ui − up
+

ǫ

uq − up

]

+
ǫ

ui − uq

[

− ǫ

ui − uq
+

ǫ

uq − ui

]

=
∑

p6=i,q

ǫ2

(ui − up)(up − uq)
+

ǫ

ui − uq

∑

p6=i,q

ǫ(ui − up − uq + up)

(ui − up)(uq − up)
= 0.

Due to Lemma 3.1, there are no more components of R to be checked, so that ∇ is flat.

�

The next proposition is devoted to the relations between the natural connection (5.1) and

the Euler vector field (3.17).

Controllare, nella proposizione qui sotto forse c’e’ qualcosa che non va. Ci penso io

domani!

Proposition 5.2 The covariant derivative of E is given by ∇jE
k = (1 − nǫ)δk

j + ǫ, that is,

∇E = (1 − nǫ)I + ǫe ⊗ d(TrL), (5.2)

where I is the identity on the tangent bundle and e is the unity. Therefore, for any vector field

X ,

∇X (E − ǫ(TrL) e) = (1 − nǫ)X. (5.3)

Moreover, the Euler vector field E is linear in flat coordinates, i.e.,

∇∇E = 0. (5.4)

Proof. Formula (5.2) follows from the very definitions of ∇ and E. Then, using the flatness

of e, we obtain (5.3). Finally,

∇∇E = ∇ ((1 − nǫ)I + ǫe ⊗ d(TrL)) = 0

since also ∇I = 0 (due to the fact that ∇ is torsionless) and ∇ (d(TrL)) = 0 (as noticed in

the next subsection, before Proposition 5.4). �

We remark that (5.4) is one of the property entering the definition of Frobenius manifold.
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5.2 Flat coordinates

In this subsection we discuss some properties of the flat coordinates of the natural connection

(5.1) of the ǫ-system.

We have to find a basis of flat exact 1-forms θ = θidui, that is, n independent solutions

of the linear system of PDEs

∂jθi − ǫ
θi − θj

ui − uj
= 0, i = 1, . . . , n, j 6= i

∂iθi + ǫ
∑

k 6=i

θk − θi

uk − ui
= 0, i = 1, . . . , n,

(5.5)

which is equivalent to

∂jθi − ǫ
θi − θj

ui − uj
= 0, i = 1, . . . , n, j 6= i

n
∑

k=1

∂kθi = 0, i = 1, . . . , n.

(5.6)

In particular, we have that

0 =
n
∑

k=1

∂kθi =
n
∑

k=1

∂iθk = ∂i

(

n
∑

k=1

θk

)

,

showing that
∑n

k=1 θk is constant if θ = θkduk is flat.

Remark 5.3 It trivially follows from (5.6) that f is a flat coordinate if and only if

(ui − uj)∂j∂if − ǫ(∂if − ∂jf) = 0, i = 1, . . . , n, j 6= i
n
∑

k=1

∂k∂if = 0, i = 1, . . . , n.
(5.7)

Since

(ddLf − d(ǫ TrL) ∧ df)ij = (ui − uj)∂j∂if − ǫ(∂if − ∂jf),

any flat coordinate of the natural connection of the ǫ-system solves equation (4.2) with a =
−ǫTrL = −ǫ

∑n
i=1 ui.

A trivial solution of the system (5.6) is given by θj = 1 for all j, corresponding to the

flat 1-form θ(1) =
∑n

j=1 duj = df1
ǫ , where f 1

ǫ =
∑n

j=1 uj . The other flat coordinates can be

chosen according to

Proposition 5.4 There exist flat coordinates (f 1
ǫ , f2

ǫ , . . . , fn
ǫ ) whose partial derivatives ∂if

p
ǫ (u)

are homogeneous functions of degree −nǫ for all p = 2, . . . , n and i = 1, . . . , n. In partic-

ular, if ǫ 6= 1
n

there exist flat coordinates (f 1
ǫ , f2

ǫ , . . . , fn
ǫ ) such that fp

ǫ (u) is a homogeneous

function of degree (1 − nǫ) for all p = 2, . . . , n.

12



Proof. Suppose that φ = φjduj is a flat 1-form. Then
∑n

j=1 φj = c constant, and θ :=

φ − c
n
θ(1) is still a flat form and satisfies

∑n
j=1 θj = 0. Then equations (5.5) entail that

n
∑

j=1

uj∂jθi = −nǫθi,

so that θi(u) is homogeneous of degree −nǫ for all i. This shows that we can always find a

basis
(

θ(1), θ(2), . . . , θ(n)
)

of flat forms such that the components of θ(p), for all p ≥ 2, are

homogeneous of degree −nǫ. Since flat forms are exact, the first assertion is proved.

The second assertion simply follows from the general fact that a function f(u), whose

partial derivatives are homogeneous of degree r 6= −1, is (up to an additive constant) homo-

geneous of degree (r + 1). Even though this is well known, we give a proof for the reader’s

sake. We know that
n
∑

k=1

uk∂k (∂jf) = r∂jf,

therefore we have

∂j

(

n
∑

k=1

uk∂kf − (r + 1)f

)

= 0,

meaning that
n
∑

k=1

uk∂kf = (r + 1)f + c

for some constant c that can be eliminated if r 6= −1. �

In the case n = 2, we have that

θ(2) = (u1 − u2)−2ǫ(du1 − du2),

so that the flat coordinates are

f 1
ǫ = u1 + u2, f2

ǫ = (u1 − u2)1−2ǫ if ǫ 6= 1
2

(5.8)

f 1
ǫ = u1 + u2, f2

ǫ = ln (u1 − u2) if ǫ = 1
2
. (5.9)

In the case n = 3, assuming ǫ 6= 1
3

and taking into account the homogeneity of the flat

coordinates, it is possible to reduce the system (5.7) to a third order ODE whose solutions can

be explicitly written in terms of hypergeometric functions 2F1(α; β; γ; z) (see the Appendix
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for more details). If ǫ 6= 1
3

we obtain the flat coordinates (in the domain where u3 > u1)

f 1
ǫ = u1 + u2 + u3

f 2
ǫ = (1 − 3ǫ)(2u2 − u3 − u1)[(u3 − u1)(u1 − u2)2]−ǫ

2F1

(

ǫ; 1 − ǫ; 1 + 2ǫ;
u2 − u3

u1 − u3

)

+

(1 + ǫ)[(u3 − u1)(u1 − u2)2]−ǫ(u1 − u3) 2F1

(

2 − ǫ; ǫ − 1; 1 + 2ǫ;
u2 − u3

u1 − u3

)

f 3
ǫ = (2u2 − u1 − u3)[(u3 − u1)(u3 − u2)2]−ǫ

2F1

(

ǫ; 1 − ǫ; 1 − 2ǫ;
u3 − u2

u3 − u1

)

+

−[(u3 − u1)(u3 − u2)2]−ǫ(u3 − u1) 2F1

(

ǫ − 1; 2 − ǫ; 1 − 2ǫ;
u3 − u2

u3 − u1

)

.

It turns out that in the case ǫ = 1
3

the functions f 2
ǫ and f 3

ǫ reduce to a constant. For integer

values of the parameter ǫ one obtains simpler expressions. For instance, in the case ǫ = −1
(up to inessential constant factors) we have

f 1
ǫ = u1 + u2 + u3

f 2
ǫ = 4(u3 − u1)3(u1 + u3 − 2u2)

f 3
ǫ = 4(u3 − u2)3(u2 + u3 − 2u1),

and in the case ǫ = 2 we have

f 1
ǫ = u1 + u2 + u3

f 2
ǫ =

4(u2 + u3 − 2u1)

(u2 − u1)3(u3 − u1)3

f 3
ǫ =

4(u1 + u2 − 2u3)

(u3 − u2)3(u3 − u1)3
.

This concludes the discussion of the case ǫ 6= 1
3
. We will make later some consideration for

the case ǫ = 1
3
.

Remark 5.5 Given any set (f 1
ǫ , . . . , fn

ǫ ) of flat coordinates, the natural connection ∇ is

the Levi-Civita connection of the metric η = ηijdf
i
ǫ ⊗ df j

ǫ for any choice of the invertible

symmetric matrix (ηij). For n = 2, choosing f 1
ǫ and f 2

ǫ as above, and

(η)ij =

(

0 1
1 0

)

,

we obtain

gii =
(−1)i2(2ǫ − 1)

|u1 − u2|2ǫ , i = 1, 2, (5.10)

which is one of the metrics (1.9). On the contrary—as we have said in the Introduction—

the metrics (1.9) are not of Egorov type if n > 2. This means that for n > 2 the natural

connection for the ǫ-system does not coincide with the Levi-Civita connection of the metrics

(1.9).

14



5.3 The structure constants

Let us discuss in details the case n = 2. In the coordinates (5.8) and (5.9) the structure

constants are given by

c1
11 = c2

12 = c2
21 =

1

2
, c2

11 = c1
12 = c2

12 = c2
22 = 0, c1

22 =
(f 2

ǫ )
4ǫ

1−2ǫ

2(2ǫ − 1)2

for ǫ 6= 1
2

and by

c1
11 = c2

12 = c2
21 =

1

2
, c2

11 = c1
12 = c2

12 = c2
22 = 0, c1

22 =
1

8f 2
ǫ

for ǫ = 1
2
. Hence the vector potential C has components

C1 =
(f 2

ǫ )−
2

2ǫ−1

4(2ǫ + 1)
+

1

4
(f 1

ǫ )2

C2 =
1

2
f 1

ǫ f 2
ǫ

for ǫ 6= ±1
2

and

C1 =
1

16
f 2

ǫ

(

ln f 2
ǫ − 1

)

+
1

4
(f 1

ǫ )2

C2 =
1

2
f 1

ǫ f 2
ǫ

for ǫ = ±1
2
.

It is easy to check that, lowering the index of the vector potential with the metric (5.10),

that in flat coordinates is antidiagonal with components g12 = g21 = 1, we obtain an exact 1-

form. In other words, for n = 2 we obtain a scalar potential F satisfying WDVV equations:

F =
2ǫ − 1

4(2ǫ + 1)(2ǫ − 3)
(f 2

ǫ )−
2ǫ−3
2ǫ−1 +

1

4
(f 1

ǫ )2 f 2
ǫ , if ǫ 6= ±1

2
, 3

2
(5.11)

F =
1

16
(f 2

ǫ )2 ln f 2
ǫ − 3

32
(f 2

ǫ )2 +
1

4
(f 1

ǫ )2 f 2
ǫ , if ǫ = ±1

2
(5.12)

F =
1

16
ln f 2

ǫ +
1

4
(f 1

ǫ )2 f 2
ǫ , if ǫ = 3

2
(5.13)

Let us finally consider the case n = 3, ǫ = 1. As flat coordinates we can choose

f 1 = u1 + u2 + u3

f 2 =
1

2 (u1 − u2) (u3 − u1)

f 3 =
1

2 (u2 − u3) (u1 − u2)
.
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In such coordinates the structure constants read:

c1
11 =

1

3
, c2

11 = 0, c3
11 = 0, c1

12 = 0, c2
12 =

1

3
, c3

12 = 0, c1
13 = 0, c2

13 = 0, c3
13 =

1

3

c1
22 = − 1

12

f 3 (3 (f 2)2 + 3 f 2 f 3 + (f 3)2)

(f 2)3 (f 2 + f 3)3

c2
22 = − 1

24

(10 (f 2)2 + 9 f 2 f 3 + 2 (f 3)2) (f 3)2
√

2

(f 2 + f 3)2
f 2

√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

c3
22 = −1

8

(f 3 + 2 f 2)
2
f 33√

2

(f 2)2 (f 2 + f 3)2
√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

c1
23 =

1

12

(

f 2 + f 3
)−3

c2
23 = − 1

24

(f 2)2 (4 (f 2)2 + 12 f 2 f 3 + 5 (f 3)2)
√

2

(f 2 + f 3)2
f 3

√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

c3
23 =

1

24

(10 (f 2)2 + 9 f 2 f 3 + 2 (f 3)2) (f 3)2
√

2

(f 2 + f 3)2
f 2

√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

c1
33 = − 1

12

f 2 ((f 2)2 + 3 f 2 f 3 + 3 (f 3)2)

(f 3)3 (f 2 + f 3)3

c2
33 =

1

8

(f 3 + 2 f 2) (f 2 + 2 f 3) (f 2)3
√

2

(f 3)2 (f 2 + f 3)2
√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

c3
33 =

1

24

(f 2)2 (4 (f 2)2 + 12 f 2 f 3 + 5 (f 3)2)
√

2

(f 2 + f 3)2
f 3

√

−f 3 f 2 (f 2 + f 3) (f 3 + 2 f 2)2

We do not display the components of the vector potential C, since the corresponding expres-

sions are quite cumbersome.

5.4 The primary flows

In order to define the primary flows we need a basis of flat vector fields X = X i ∂
∂ui , that is,

n independent solutions of the linear system of PDEs

∂jX
i + ǫ

X i − Xj

ui − uj
= 0, i = 1, . . . , n, j 6= i

∂iX
i − ǫ

∑

k 6=i

Xk − X i

uk − ui
= 0, i = 1, . . . , n

(5.14)
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which is equivalent to

∂jX
i + ǫ

X i − Xj

ui − uj
= 0, i = 1, . . . , n, j 6= i (5.15)

[e,X] = 0. (5.16)

Comparing (5.14) with (5.5), one notices that the components X i of a flat vector fields for

ǫ are given by the components of a flat 1-form for −ǫ. Therefore, from Proposition 5.4 we

have that there always exists a basis of flat vector fields
(

X(1) = e,X(2), . . . , X(n)

)

such that

the components X i
(p)(u), for p = 2, . . . , n, are homogeneuos functions of degree nǫ.

In the case n = 2 we have, for ǫ 6= −1
2
,

df1
−ǫ = du1 + du2

df2
−ǫ = (1 + 2ǫ)(u1 − u2)2ǫ(du1 − du2)

and therefore

X(1,0) =
∂

∂u1
+

∂

∂u2
= e

X(2,0) = (1 + 2ǫ)(u1 − u2)2ǫ

(

∂

∂u1
− ∂

∂u2

)

.

In canonical coordinates the primary flows are thus given by

u1
t(1,0)

= u1
x

u2
t(1,0)

= u2
x

and

u1
t(2,0)

= (1 + 2ǫ)(u1 − u2)2ǫ u1
x

u2
t(2,0)

= −(1 + 2ǫ)(u1 − u2)2ǫ u2
x.

The case n = 3, ǫ 6= −1
3

can be treated similarly since we know the flat coordinates.

Let us consider the case n = 3, ǫ = −1
3
. One of the flat vector fields is the unity e

of the algebra. We know that there exist two other flat vector fields X(2) and X(3), whose

components are homogeneous functions of degree -1,

u1∂1X
k
(i) + u2∂2X

k
(i) + u3∂3X

k
(i) = −Xk

(i), i = 2, 3, k = 1, 2, 3, (5.17)

satisfying the additional property

X1
(i) + X2

(i) + X3
(i) = 0, i = 2, 3. (5.18)

Since ∂jX
k
(i) = ∂kX

j
(i), from (5.17) we obtain

u1X1
(i) + u2X2

(i) + u3X3
(i) = c, (5.19)
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where c is a constant. Two cases are possible: c = 0 and c 6= 0. In both cases, taking

into account condition (5.18), we can write one of the components of the vector field X(i)

in terms of the remaining two. Substituting the result in (5.14), we obtain a system of 3
equations whose solution is

X1
(2) =

(u2 − u3)1/3

(u3 − u1)2/3(u1 − u2)2/3

X2
(2) =

(u3 − u1)1/3

(u2 − u3)2/3(u1 − u2)2/3

X3
(2) =

(u1 − u2)1/3

(u3 − u1)2/3(u2 − u3)2/3

for c = 0 and

X1
(3) =

c

u2 − u1
+

c(u3 − u2)1/3

3(u3 − u1)2/3(u1 − u2)

∫

du3

(u3 − u2)1/3(u3 − u1)1/3

X2
(3) =

c

u2 − u1
+

c(u3 − u1)2/3

3(u3 − u2)2/3(u1 − u2)

∫

du3

(u3 − u1)(u3 − u2)1/3

X3
(3) =

c

3(u3 − u2)2/3(u3 − u1)2/3

∫

du3

(u3 − u2)1/3(u3 − u1)1/3

for c 6= 0. Notice that we can choose the constants of integration in the above integrals in

such a way that the X i
(3) be homogeneous of degree -1.

Hence we can explicitly construct the principal hierarchy (2.7) also in the case ǫ = −1
3
.

5.5 The higher flows

The higher flows are defined by vector fields X(p,α) satisfying

∇jX
i
(p,α) = c

j
ikX

k
(p,α−1) (5.20)

or, more explicitly,

∂jX
i
(p,α) + ǫ

X i
(p,α) − X

j
(p,α)

ui − uj
= 0, i = 1, . . . , n, j 6= i (5.21)

∂iX
i
(p,α) − ǫ

∑

k 6=i

Xk
(p,α) − X i

(p,α)

uk − ui
= X i

(p,α−1), i = 1, . . . , n. (5.22)

Taking into account (5.21), condition (5.22) can be written as

n
∑

k=1

∂kX
i
(p,α) = X i

(p,α−1), i = 1, . . . , n (5.23)
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or, in compact form, as

[e,X(p,α)] = X(p,α−1). (5.24)

We show now that—apart from some critical values of ǫ—the higher flows of the principal

hierarchy can be obtained by applying the recursive procedure described in Section 4. First

of all, we recall from Remark 5.3 that the flat coordinates of the natural connection of the

(−ǫ)-system satisfy equation (4.2), with L = diag(u1, . . . , un) and a = ǫTr L. Therefore,

they can be used as starting point for the recursive procedure (4.4), giving rise to the flows

(4.3), with H = a.

Proposition 5.6 Suppose that
(

f 1
−ǫ = TrL, f 2

−ǫ, . . . , f
n
−ǫ

)

be the flat coordinates described

in Proposition 5.4 of the natural connection of the (−ǫ)-system. If K(p,α) are the functions

defined recursively by

K(p,0) = −ǫf
p
−ǫ, dK(p,α+1) = dLK(p,α) − ǫK(p,α)d(TrL), α ≥ 0, (5.25)

and

Y i
(p,α) = −∂iK(p,α)

∂ia
= −1

ǫ
∂iK(p,α), α ≥ 0, (5.26)

are the components of the vector fields of the corresponding hierarchy, then the vector fields

X(1,α) = 1
Qα

j=1(j−nǫ)
Y(1,α) (for ǫ 6= j

n
with j = 1, . . . , α) and X(p,α) = 1

α!
Y(p,α), for p =

2, . . . , n, satisfy the recursion relations (5.20).

Proof. We know that from Lemma 4.1 that the function K(p,α) satisfies equation (4.2). Then

it is easily checked that the vector fields Y(p,α) and X(p,α) satisfy equation (5.21), so that there

are only relations (5.23) to be proved.

Let us consider the case p = 1. After writing (5.25) in canonical coordinates,

∂jK(1,α+1) = uj∂jK(1,α) − ǫK(1,α), α ≥ 0, (5.27)

and recalling that K(1,0)(u) = −ǫ
∑n

i=1 ui, it is clear that one can show by induction that the

partial derivatives ∂jK(1,α)(u) are homogeneous functions of degree α, so that K(1,α)(u) is

homogeneous of degree (α + 1). Using this fact, again from (5.27) we have that

n
∑

j=1

∂jK(1,α+1) =
n
∑

j=1

(

uj∂jK(1,α) − ǫK(1,α)

)

= (α + 1 − nǫ)K(1,α),

so that
n
∑

j=1

∂jY
i
(1,α+1) = (α + 1 − nǫ)Y i

(1,α), i = 1, . . . , n, (5.28)

and relations (5.23) for X i
(1,α) follow.
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The case p = 2, . . . , n can be treated in the same way. The only difference is that the

degree of homogeneity of ∂jK(p,α) is (α + nǫ), so that K(p,α) is homogeneous of degree

(α + 1 + nǫ) if α 6= −1 − nǫ. �

As a consequence of the above proposition we have that, if ǫ 6= k
n

for all k ∈ N, the flows

ui
t(1,α)

= X i
(1,α) ui

x =
Y i

(1,α)
∏α

j=1(j − nǫ)
ui

x = − ∂iK(1,α)

ǫ
∏α

j=1(j − nǫ)
ui

x, (5.29)

ui
t(p,α)

= X i
(p,α) ui

x =
Y i

(p,α)

α!
ui

x = −∂iK(p,α)

ǫ α!
ui

x, p 6= 1, (5.30)

(with i = 1, . . . , n and α ≥ 0) define the principal hierarchy of the ǫ-system.

If ǫ = k
n

for some k ∈ N, all the flows (5.30) and the flows (5.29) with α = 0, . . . , k −
1 still belong to the principal hierarchy. Even though the latter is well defined, relations

(5.29) do not make sense for α ≥ k, since the denominator vanishes. The point is that the

vector field Y(1,k) is flat, as one can immediately check using (5.28), and its components

are homogeneous of degree k = ǫn. Therefore Y(1,k) is a linear combination (with constant

coefficients) of the flat homogeneous vector fields X(2,0), . . . , X(n,0). This means that Y(1,α)

is, for α ≥ k, a linear combinations of the vector fields Y(p,α−k), with p = 2, . . . , n. In order

to obtain the missing flows of the principal hierarchy, associated to the vector fields X(1,α)

with α ≥ k, one has to solve the system (5.21,5.22) with p = 1, α ≥ k and X(1,k−1) =
1

Qk−1
j=1 (j−k)

Y(1,k−1).

For instance, in the case ǫ = 1
2
, n = 2 one can immediately check that the vector field

Y 1
(1,1) = u1 − ǫTrL =

u1 − u2

2

Y 2
(1,1) = u2 − ǫTrL =

u2 − u1

2

is flat, unlike the vector field

X1
(1,1) =

1

2
(u1 − u2) ln

(

u1 − u2
)

+
3

2
u2 − 1

2
u1 + c1Y

1
(1,1) + c2

X2
(1,1) = −1

2
(u1 − u2) ln

(

u1 − u2
)

+
3

2
u1 − 1

2
u2 + c1Y

2
(1,1) + c2

(c1 and c2 are arbitrary constants), obtained solving the system

∂2X
1
(1,1) +

1

2

X1
(1,1) − X2

(1,1)

u1 − u2
= 0

∂1X
2
(1,1) +

1

2

X1
(1,1) − X2

(1,1)

u1 − u2
= 0

∂1X
1
(1,1) −

1

2

X1
(1,1) − X2

(1,1)

u1 − u2
= 1

∂2X
2
(1,1) −

1

2

X1
(1,1) − X2

(1,1)

u1 − u2
= 1.

20



To conclude, we observe that, under suitable assumptions, the recursion relations (5.25)

can be written in a more explicit form. Indeed, we have the following

Proposition 5.7 The recursion relations (5.25) are algebraically solved by

K(1,α) =
1

α + 1

(

n
∑

j=1

(uj)2∂jK(1,α−1) − ǫ

(

∑

j=1

uj

)

K(1,α−1)

)

(5.31)

and, for α 6= −1 − nǫ, by

K(p,α) =
1

α + 1 + nǫ

(

n
∑

j=1

(uj)2∂jK(p,α−1) − ǫ

(

∑

j=1

uj

)

K(p,α−1)

)

, p = 2, . . . , n.

(5.32)

Proof. It suffices to multiply (5.27) by uj and to sum over j, taking into account the homo-

geneity of the functions K(p,α). �

6 Appendix

Let us consider the system

∂if = θi, (6.1)

∂jθi − ǫ
θi − θj

ui − uj
= 0, i = 1, 2, 3, j 6= i (6.2)

θ1 + θ2 + θ3 = 0, (6.3)

u1θ1 + u2θ2 + u3θ3 = (1 − 3ǫ)f, (6.4)

providing the homogeneous flat coordinates f for the natural connection of the ǫ-system in

the case n = 3, ǫ 6= 1
3
. Using (6.3) and (6.4) we can write two of the components of θ, for

instance θ1 and θ3, in terms of the remaining one and of the flat coordinate f :

θ1 =
(u3 − u2)θ2 + (1 − 3ǫ)f

u1 − u3
(6.5)

θ3 =
(u2 − u1)θ2 − (1 − 3ǫ)f

u1 − u3
. (6.6)

Hence, using (6.2) with i = 2, j = 1, we obtain f in terms of θ2:

f =
(u3 − u2)(u3 − u1)∂1θ2 + ǫ(2u3 + u1 + u2)θ2

ǫ(1 − 3ǫ)
. (6.7)

In this way equation (6.2) with i = 2, j = 3 reduces to a PDE involving only the unknown

function θ2,

(u2 − u3)∂3θ2 + (u2 − u1)∂1θ2 − 3ǫθ2 = 0, (6.8)

21



whose solution is given by

θ2 = G(u2, ν)(u1 − u2)−3ǫ (6.9)

where

ν =
u3 − u2

u1 − u2

and G(u2, ν) is an arbitrary function. Substituting (6.9) in (6.7) and the result in the equation

(u1 − u3)∂1∂3f + ǫ(∂1f − ∂3f) = 0

we obtain the third order ODE

G′′′ + (4ν+5ǫν−4ǫ−2)
ν(ν−1)

G′′ + (9ǫν2−13ǫ2ν+2ν2−2ν−2ǫ+7ǫ2ν2+4ǫ2−9ǫν)
ν2(ν−1)2

G′ + 3ǫ2(2ǫ−ǫν−ν)
ν2(ν−1)2

G = 0,

where G′′′, G′′, G′ are the derivatives of G(u2, ν) with respect to ν. The above equation can

be explicitly solved in terms of hypergeometric functions:

G = G1(u
2)(ν − 1)ǫν−2ǫ + G2(u

2)(ν − 1)−ǫν−2ǫ
2F1

(

ǫ; 1 − ǫ; 1 + 2ǫ;
ν

ν − 1

)

+ G3(u
2)(ν − 1)−ǫ

2F1

(

ǫ; 1 − ǫ; 1 − 2ǫ;
ν

ν − 1

)

,

where G1, G2, G3 are arbitrary functions of a single variable. The choice G2 = G3 = 0
gives rise to f = 0, while the choices (G2=constant, G1 = G3 = 0) and (G3=constant,

G1 = G2 = 0) give rise to the homogeneous flat coordinates

f 2
ǫ = (1 − 3ǫ)(2u2 − u3 − u1)[(u3 − u1)(u1 − u2)2]−ǫ

2F1

(

ǫ; 1 − ǫ; 1 + 2ǫ;
u2 − u3

u1 − u3

)

+

(1 + ǫ)[(u3 − u1)(u1 − u2)2]−ǫ(u1 − u3) 2F1

(

2 − ǫ; ǫ − 1; 1 + 2ǫ;
u2 − u3

u1 − u3

)

f 3
ǫ = (2u2 − u1 − u3)[(u3 − u1)(u3 − u2)2]−ǫ

2F1

(

ǫ; 1 − ǫ; 1 − 2ǫ;
u3 − u2

u3 − u1

)

+

−[(u3 − u1)(u3 − u2)2]−ǫ(u3 − u1) 2F1

(

ǫ − 1; 2 − ǫ; 1 − 2ǫ;
u3 − u2

u3 − u1

)

.

as one can check by a straightforward computation, substituting in the equations (6.1,6.2,6.3,6.4).
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