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Abstract: The aim of this paper is to group territorial tisnin areas of high intensity,
using SaTScan arfegDBSCAN clustering methods to aggregate adjacestiapnits
that are homogeneous with respect to the phenonagiog studied. SaTScan scans the
region of interest with a moving window and compgasesmoothing of the intensity
inside and outside it so that units belonging tatigpous windows with similar
intensity are aggregated into a cluster. On therdtland SegDBSCAN, a new version
of DBSCAN, limits the arbitrariness of the choickimput parameters and identifies
clusters as dense regions in space. As an applicate analyze geo-referenced data
concerning housing problems in Bari and we propps®mmparison between the two
methods presented.
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1. Introduction

Our work is prompted by the need to identify temdl areas and/or population
subgroups characterized by situations of hardshigtrong social exclusion through a
fuzzy approach that allows the definition of a meaf the degree of belonging to the
disadvantaged group. Grouping methods for teratamits are employed for areas with
high (or low) intensity of the phenomenon by usahgstering methods that permit the
aggregation of spatial units that are both comtiguand homogeneous with respect to
the phenomenon under study. This work aims to coenpao different clustering
methods: the first based on the technique of SaT&nd the other based on the use of
SegDBSCAN, a modified version of DBSCAN.

2. SaT Scan method

SaTScan scans the region of interest with a mowinglow and compares a smoothing
of the intensity inside and outside it: units bgimg to contiguous windows with
similar intensity are aggregated into a cluster [2]



The identification of clusters means, thereforedétermine an area in which a set of
points contributes to maximizing the incidence led phenomenon within the area and
to minimizing the incidence outside the area. lacgice, the technique involves placing
a monitoring window at random on the area of olkm®yu and then calculating the

value of an estimator both inside and outside tha before proceeding to the testing of
hypotheses.

3. Seg-DBSCAN method

DBSCAN (Density Based Spatial Clustering of Applioa with Noise) was the first
density-based spatial clustering method proposgdTHe key idea is that to define a
new cluster or extend an existing cluster, a neaghtiod around a point of a given
radiuse must contain at least a minimum number of pdifitsPts, i.e. the density in the
neighborhood is determined by the choice of a degdunction for two pointp andq,
denoted bydist(p,q). The greatest advantages of DBSCAN are that it olow the
shape of the clusters and that it requires only distance function and two input
parameters [1]. Their choice is crucial becausg thetermine whether a group is a
cluster of points or a simple noise.

In order to limit the arbitrariness of the choideaovalue to assign tg usually detected
by a heuristic procedure, in this work we develojmew algorithm: Segmented
DBSCAN (SegDBSCAN), a modified version of DBSCAN, in whichetltlusters are
aggregated considering multiple levels of value. of

Therefore, to define levels of, a value ofMinPts is fixed and we analyze the
distribution of the maximum radius of the corestthee groups formed bMinPts
points. Then, we build a histogram of this disttibn and we choose where there are
the histogram peaks that indicate a proximity & tlores of a cluster. As suggested in
literature, we can fix the value MinPtsto 4, and a number of levels ©kqual to the
number of the highest histogram peaks.

The final phase of the algorithm is to merge thestdrs obtained. The merging of two
clusters @ and G characterized by different levels of densityande; is obtained if

d(C., C,) < maxe, €,) @)
With this new algorithm, parameters no longer establishedpriori.

3. Distance function for application

The aim of our study is to identify the dense aiaasrms of intensity compared to the
considered index. For this purpose, instead ofiBeah distance a function was chosen
that warps the geometric space so that pointsateageographically close and have a
high intensity become even closer, while pointd @@ geographically close, but at
least one of which has a low intensity, become rdistant.

The function that links in these terms two poiAtendB of coordinatesA(Xa Ya, Wa)
and A(xs Ys, Ws) respectively, withO <{wa, Wg}<1l, is a weighted distance that is
obtained by dividing the Euclidean distance by amef order integer>0 :



\/(XA - XB)2 +(YA_ YB)2

t WA—t +WB—t 1
2

Observe that in this distance the triangle inedyaloes not hold, so it is a semimetric,
but this restriction does not affect the definisoof density-reachability and density-
connectivity necessary for DBSCAN algorithm [1].

With this function the distance increases in maigipairs of points with low intensity
value, so that they are penalized in the formatibdusters. Empirically it was verified
that the most appropriate value of tis 5.

d pesata( A B) =
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3. Application

This work aims to identify the land areas charaotel by situations of housing

problems by defining typical indicators able toireste the difficulty in small areas.

The case study uses data from the last PopulatidnHousing Census carried out by
ISTAT in 2001. The indices were calculated for eaebtion of the census of the city of
Bari [3]:

« incidence of the number of dwellings occupied byt#gayers with respect to the
total number of dwellings occupied by residents;

* index of overcrowding: the ratio between the totamber of residents and size
of dwellings occupied by residents;

» availability of functional services: landline teleme, the presence of heating
systems and the availability of a designated residleparking space.

These indices may be synthesized by a fuzzy ira#ained by "Total Fuzzy and
Relative" (TFR) method [3]; we denominate this niemex “disadvantaged housing
index”. It is a measure of an individual's degrdenmeembership to a disadvantaged
group and its range is between zero (if the indiglddoes not definitely belong to this
group) and one (if the individual definitely bel@ig this group).

Using the SatScan method, we identify differenstus each composed by a different
number of sections of the city of Bari.

The city of Bari presents various critical aredse btld town of San Nicola, the areas
surrounding the city center, Madonnella, Libertd &arrassi (the former characterized
by the presence of public housing complexes sucth@®uca degli Abruzzi). Less
critical, though more widespread, is the situationsome suburban areas such as
Carbonara and Ceglie.

The same data on housing problems were analyzidtine SegDBSCAN method by
associating geographic coordinates to the disadgantindex to obtain eight clusters.
The critical areas thus obtained do not exactiyhade with those identified by the
SatScan methodooth methods identified the old town of San Nicalad the areas
surrounding the city center - Madonnella, Libenal &£arrassi — as well as Carbonara
and Ceglie; but th&egDBSCAN method also identified the districts of S@ataldo
and San Paolo

We observe that SatScan identifies areas formeebbiiguous spatial units in which a
smoothing of the disadvantaged housing index ifopaed. This method is effective in



identifying areas of high or low intensity and thire may be a useful indication of
areas "at risk" to be monitored.

Like the SatScan metho8egDBSCAN identifies areas in which the spatial umtset

a criterion of adjacency, bi8egDBSCAN differs in excluding those areas where the
phenomenon is absertbegDBSCAN can exactly identify sections of the citytlw
housing problems. In the case of the San Nicol&idisthe old town of Bari, the
SaTScan method identifies the whole district (Féggla) while theSegDBSCAN
method identifies the same area of hardship but afalyzes the area in more detail
(Figure 1b). The method identifies the particulamps with a greater presence of the
phenomenon and excludes the points where the prermms not present because of
the restoration of historic buildings.
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Figure la: SaTScan method Figure 1b: SegDBSCAN method

4. Conclusions and futur e advancements

The proposed methodologies identify areas whene tisea high disadvantaged index.
As we have noted above, a comparison of the twohaast shows that th&eg
DBSCAN method is more accurate in identifying tipatgal units in which there are
housing problems. The future advancement of oukwwalf be to seek a cluster validity
index for spatial datawhich takes into account the noise points, thatakd from a
statistical point of view and that allows the aatarmeasurement of tisegDBSCAN
method.
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