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#### Abstract

A facility has to be located in a given area to serve a given number of customers. The position of the customers is not known. The service to the customers is carried out by several traveling salesmen. Each of them has a capacity in terms of the maximum number of customers that can be served in any tour. The aim is to determine the service zone (in a shape of a circle) that minimizes the expected cost of the traveled routes. The centre of the circle is the location of the facility. Once the position of the customers is revealed, the customers located outside the service zone are served with a recourse action at a greater unit cost. For this problem, we compare the performance of two different solution approaches. The first is based on a heuristic proposed for the Capacitated Traveling Salesman Problem and the second on the optimal solution of a stochastic second-order cone formulation with an approximate objective function.
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## 1 Introduction

Facility location problems play an important role in the strategic design of logistic networks. We refer to [1-3], for recent surveys on facility location problems and to $[4,5]$ for surveys on facility location problems under uncertainty.

A relatively new class of problems, in which the classical facility location and the vehicle routing problems are integrated, is called Location-Routing Problem (LRP). We refer to [6] for a recent survey on vehicle routing problems. Although it is well known that facility location and routing are often interrelated, LRP received little attention in the past. However, in the last years, several papers about deterministic location-routing problems have been published. Instead, a few papers have been devoted to location-routing problems with stochastic demand.

The simplest location-routing problem with stochastic demand is the Traveling Salesman Location Problem (TSLP). A set of customers is served by a single facility. At each time, only a subset of customers has to be served. A TSP is built to serve this subset of customers. The aim is to determine where to locate the facility in order to minimize the expected cost of the TSP. This problem has several applications in many service systems, such as delivery services, customer pickup services, repair vehicles. It has been introduced by [7] and studied by [8-11]. It has been extended to the case, referred to as the Capacitated Traveling Salesmen Location Problem, with several capacitated salesmen, by [12]. The main difficulty of these problems is that there exist
$2^{n}-1$ different subsets of $n$ customers that can require to be served and therefore an exponential number of TSP has to be solved. A polynomial time heuristic algorithm, with known relative worst-case error, has been proposed in [12]. A different case is given by the Probabilistic Traveling Salesman Location Problem (PTSLP). In this case, first an a priori TSP visiting all customers is computed. Then, for each time, the TSP to serve the subset of customers that have to be visited is obtained by just skipping in the a priori tour the customers that have not to be served at that time. The aim is to simultaneously determine where to locate the facility, and the a priori TSP that minimize the expected cost. This problem has been introduced by [8] and has been studied by [13]. Recent papers are [14] and [15]. For a vehicle routing and districting problem with stochastic customers see [16].

We study a problem in which a single facility (typically a service station) has to be located in a given area. This facility is used to serve a given number of customers. The position of the customers is not known. The service to the customers is carried out by several traveling salesmen. Each of them has a capacity in terms of the maximum number of customers that can be served in any tour. The aim is to determine the service zone (in a shape of a circle) that minimizes the expected cost of the traveled routes. The centre of the circle is the location of the facility. Once the position of the customers is revealed, the customers located outside the service zone are served with a recourse action at a greater unit cost. We refer this problem to as the Stochastic Capacitated Traveling Salesmen Location Problem with Recourse (SCTSLPR). The cost to select the service zone is chosen to be proportional to the cost of the corresponding Capacitated Vehicle Routing Problem (CVRP) estimated by using the formula inspired to [17] and to [18].

We propose two different solution approaches. The first is based on the heuristic proposed by Simchi-Levi (1991) for the Capacitated Traveling Salesmen Problem (see [12]). We prove that, in the worst case, this algorithm can
give a solution infinitely worse with respect to the optimal one. The second approach is obtained by optimally solving a two-stage stochastic optimization model (see [19-21]) with an approximate objective function. In particular, we first model the problem as a two-stage stochastic semidefinite programming problem (see [22-25]), and then as a two-stage stochastic second-order cone programming problem (see [26, 27]), in which the first stage decisions are the facility location and the radius of the service zone. The input data of problems affected by uncertainty are usually described by stochastic processes that can be represented using discrete random variables. With the term realization, we denote all possible discrete values that the random variables can assume. In our problem, each realization is represented by a set of ellipses. Each ellipse represents the area covered by a traveling salesman to supply its customers, randomly generated by uniform and normal distributions in a neighborhood of its starting position inside a given region. The costs in the objective function are assumed to be proportional to the area of the service zone in the first stage, and proportional to the difference between the area covered on the basis of the recourse and the area of the service zone in the second stage. Computational results show that the solutions obtained by this second approach significantly dominate the one obtained by the first.

The paper is organized as follows. In Section 2, the problem we study is formally described and formulated. In Section 3, the approach based on the heuristic proposed by Simchi-Levi (1991) [12] for the Capacitated Traveling Salesmen Problem is described and analyzed from the worst-case point of view.

In Section 4, the approach based on the optimal solution of a second-order cone formulation of the problem with an approximate objective function is proposed. Finally, in Section 5, the two approaches are evaluated and compared on the basis of randomly generated problem instances.

## 2 Problem Description

A facility has to serve $R$ customers in a given square $\mathscr{A}$ with side length $L$. The position of the customers is not known. A set $\mathcal{N}=\{1,2, \ldots, N\}$ of traveling salesmen is available to serve the customers. Each traveling salesman $i \in \mathcal{N}$ has a given initial position and a given capacity, in terms of number of customers that can be served in a tour, $q$. We define a realization of the problem, the fulfillment of customers positions. Each realization is modeled by a given number of ellipses. Each ellipse corresponds to the area covered by a traveling salesman. In particular, let $\mathcal{K}=\{1,2, \ldots, K\}$ be the set of realizations. Each realization $k \in \mathcal{K}$ is composed of $N$ random ellipses and has probability $p_{k}$. The ellipse $E_{k}^{i}$ corresponds to the area covered by the traveling salesman $i$ at realization $k$ and it covers $q$ customers. Therefore, the total number of customers $R$ is $K N q$. Note that at each realization the same number of customers $N q$ is served. The difference among the realizations is in the customers' positions. The described approach corresponds to model distributed demands with different degree of density since we generate the same number of customers inside areas of different extension.

The problem is to determine the service zone that minimizes the total expected cost.

The service zone is defined as a circle $C$, with centre $\tilde{\mathbf{u}}$ and radius $r$ :

$$
\begin{equation*}
C:=\left\{\mathbf{u} \in \mathbb{R}^{2}: \mathbf{u}^{T} \mathbf{u}-2 \tilde{\mathbf{u}}^{T} \mathbf{u}+\gamma \leq 0\right\}, \tag{1}
\end{equation*}
$$

where the centre $\tilde{\mathbf{u}} \in \mathbb{R}^{2}$ (with $\mathbb{R}^{2}$ the space of 2-dimensional real vectors) and $\gamma$ are decision variables of the problem. The corresponding radius $r$ is $\sqrt{\tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}-\gamma}$ and is not greater than $r_{\max }=\sqrt{2} L$. The cost to select the circle $C$ is $\alpha$ times the cost of the corresponding Capacitated Vehicle Routing Problem (CVRP), estimated by using the formula inspired to [17] and [18]:

$$
\begin{equation*}
D_{1}(r):=2 \bar{d} \frac{R \frac{r}{r_{\max }}}{q}+0.57 \sqrt{A R \frac{r}{r_{\max }}}=r\left(\frac{R \frac{r}{r_{\max }}}{q}+0.57 \sqrt{\pi R \frac{r}{r_{\max }}}\right), \tag{2}
\end{equation*}
$$

where $\bar{d}=\frac{r}{2}$ is the average distance between the customers and the facility, $R \frac{r}{r_{\text {max }}}$ is an estimate of the number of customers expected in the service zone $C$ and $A=\pi r^{2}$ is the area of the service zone $C$. This formula reduces to $D_{1}(r)=r\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)$ whenever the service zone is able to cover all possible customers. An example is when $\tilde{\mathbf{u}}$ is equal to the centre of the square $\mathscr{A}$ and $r=\frac{\sqrt{2} L}{2}$.

In any realization $k$, if all customers are covered by $C$, no further action is needed. Otherwise, a recourse action is needed to enlarge the service zone $C$ to the new circle

$$
\begin{equation*}
C_{k}:=\left\{\mathbf{u} \in \mathbb{R}^{2}: \mathbf{u}^{T} \mathbf{u}-2 \tilde{\mathbf{u}}^{T} \mathbf{u}+\tilde{\gamma}_{k} \leq 0\right\} \tag{3}
\end{equation*}
$$

with the same centre $\tilde{\mathbf{u}}$ of $C$ and radius $r_{k}=\sqrt{\tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}-\tilde{\gamma}_{k}}>r$ enough to cover all customers under realization $k$. The cost of this new circle is $\beta$ times, with $\beta>\alpha$, the cost of the corresponding CVRP, estimated by

$$
\begin{equation*}
D_{2}\left(r, r_{k}\right):=2\left(r+\frac{r_{k}-r}{2}\right) \frac{R\left(1-\frac{r}{r_{\max }}\right)}{q}+0.57 \sqrt{\pi\left(r_{k}^{2}-r^{2}\right) R\left(1-\frac{r}{r_{\max }}\right)} \tag{4}
\end{equation*}
$$

where $r+\frac{r_{k}-r}{2}$ is the average distance between the customers and the facility, $R\left(1-\frac{r}{r_{\text {max }}}\right)$, is an estimate of the number of customers expected outside the service zone $C$, and $\pi\left(r_{k}^{2}-r^{2}\right)$ is the difference between the area of $C_{k}$ and the area of the service zone $C$.

The aim of the problem is to determine $\tilde{\mathbf{u}}, \gamma$ and $\tilde{\gamma}_{k}$ for all realizations $k \in \mathcal{K}$, such that the expected cost

$$
\begin{equation*}
\alpha D_{1}(r)+\beta \sum_{k \in \mathcal{K}} p_{k} D_{2}\left(r, r_{k}\right) \tag{5}
\end{equation*}
$$

is minimized. Due to the non-linear dependence of CVRP costs by the decision variables $\tilde{\mathbf{u}}, \gamma$ and $\tilde{\gamma}_{k}$, a second-oder cone formulation with linear objective function over the intersection of an affine set and product of second-order cones cannot be formulated for this problem with CVRP costs. For this reason we
propose and compare two different solution approaches for the same problem, of increasing refinement.

An alternative policy could be to choice at the first stage only the centre of the circle and at the second stage the radius according to the particular realization of the random variable (customers' positions). In such a case eq. (5) reduces to

$$
\begin{equation*}
\beta \sum_{k \in \mathcal{K}} p_{k} r_{k}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right) \tag{6}
\end{equation*}
$$

which is less convenient than the proposed approach since it requires to pay a recourse price $\beta$ for the whole second stage radius $r_{k}$ instead of the difference $r_{k}-r$. However, a second-order cone formulation with linear objective function over the intersection of an affine set and product of second-order cones can be formulated for this problem without approximation of the costs in the objective function, and it will be investigated in a separate paper.

## 3 The Approach based on Simchi-Levi (1991)

The Capacitated Traveling Salesmen Problem is identical to the SCTSLP-R problem, but the position of the $R$ customers is known, each customer has a probability to require a service at each time, the routing cost is paid and no recourse is possible. In this problem, it is optimal to locate the facility at the position of one of the customers.

The second approach we consider, referred to as $S L$ approach, is based on the heuristic proposed by [12] for the Capacitated Traveling Salesmen Problem, which select the customer at which to locate the facility. Given the location of the facility, the $S L$ selects, as service zone, the minimum enclosing circle having centre at the selected location. Let $\mathcal{R}$ be the set of the $R$ customers to serve, $h_{a}$ be the probability that customer $a \in \mathcal{R}$ requires to be served at a given time. Since $h_{a}$ is not a data of the SCTSLP-R problem, we assume $h_{a}=\frac{1}{R}$. The $S L$ can be described as follows.

1. For each customer $a \in \mathcal{R}$ :
(a) Order the customers $b \in \mathcal{R}$ in the non-decreasing order of $d(a, b)$. Rename them as $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{R}$. Note that $\gamma_{1}=a$.
(b) Compute

$$
\Phi(a):=\frac{1}{q} \sum_{b \in \mathcal{R}} h_{b} d(a, b)+\left(1-\frac{1}{q}\right)\left(\sum_{\delta=2}^{R} d\left(a, \gamma_{\delta}\right) h_{\gamma_{\delta}} \prod_{\tau=1}^{\delta-1}\left(1-h_{\gamma_{\tau}}\right)\right) .
$$

2. Select the customer $a^{*}=\arg \min _{a \in \mathcal{R}} \Phi(a)$ as facility location.
3. Compute the radius $r$ of the minimum enclosing circle having centre in $a^{*}$.

We now prove worst-case results about the performance of the $S L$. Consider first instances with just one realization $k$. Let $r^{S L}(k)$ and $z^{S L}(k)$ be the radius and the cost of the solution obtained by applying the $S L$, and $z^{*}(k)$ be the optimal cost of the SCTSLP-R problem. Recall that $\bar{r}_{k}$ is the distance between the two customers having maximum distance in the realization $k$. The following theorem states that the $S L$ has a cost at least $73.205 \%$ greater than the optimal cost of the SCTSLP-R problem, whenever $r^{S L}(k)=\bar{r}_{k}$. This happens, for instance, when the the facility is located at one the two customers corresponding to $\bar{r}_{k}$ in the solution obtained by the $S L$.

Theorem 3.1 If $r^{S L}(k)=\bar{r}_{k}$, then $\frac{z^{S L}(k)}{z^{*}(k)} \geq \sqrt{3} \approx 1.73205$.

Proof Given that $r^{S L}(k)=\bar{r}_{k}$, the cost of the solution obtained by applying the $S L$ is $z^{S L}(k)=\alpha \bar{r}_{k}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)$.

The cost $z^{*}(k)$ generated by the SCTSLP-R problem is not greater than the one corresponding to the smallest first stage enclosing circle, i.e. the circle at minimum radius covering all customers. Remember that Jung's Theorem states that this circle has a radius not greater than $\frac{\bar{r}_{k}}{\sqrt{3}}$.
Therefore, $z^{*}(k) \leq \alpha \frac{\bar{r}_{k}}{\sqrt{3}}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)$ and

$$
\frac{z^{S L}(k)}{z^{*}(k)} \geq \frac{\alpha \bar{r}_{k}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)}{\alpha \frac{\bar{r}}{\sqrt{3}}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)}=\sqrt{3}
$$

We now show the worst-case performance bound of any realization $k$ such that $r^{S L}(k)=\sqrt{2} L$, i.e. the realization in which the $S L$ has maximum cost.

Theorem 3.2 If $r^{S L}(k)=\sqrt{2} L$, then $\frac{z^{S L}(k)}{z^{*}(k)} \leq \frac{6 \sqrt{3}}{5} \approx 2.07846$ and the bound is tight.

Proof Given that $r^{S L}(k)=\sqrt{2} L$, the cost of the solution obtained by applying the $S L$ is $z^{S L}(k)=\alpha \sqrt{2} L\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)$.

Let us now compute a lower bound on the optimal cost $z^{*}(k)$. Consider first the two extreme cases with $r=0$ and $r=\frac{\sqrt{2} L}{2}$. In both cases, the cost of the realization $k$ is not smaller than $\alpha \frac{\sqrt{2} L}{2}\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)$. Consider now the case $0<r<r_{k}$. In the recourse action, the smallest enclosing circle $C_{k}$ has radius $r_{k}=\frac{\sqrt{2} L}{2}$, as $r^{S L}(k)=\sqrt{2} L$ implies $\bar{r}_{k}=\sqrt{2} L$. Since $\beta>\alpha$ and $r_{\text {max }}=\frac{\sqrt{2} L}{2}$, the total cost of the realization $k$ is

$$
\begin{gathered}
\alpha D_{1}(r)+\beta D_{2}\left(r, \frac{\sqrt{2} L}{2}\right) \geq \alpha\left(D_{1}(r)+D_{2}\left(r, \frac{\sqrt{2} L}{2}\right)\right)= \\
=\alpha\left(\frac{\sqrt{2} L}{2} \frac{R}{q}+0.57 \sqrt{\pi R}\left(r \sqrt{\frac{r}{\frac{\sqrt{2} L}{2}}}+\sqrt{\left(\left(\frac{\sqrt{2} L}{2}\right)^{2}-r^{2}\right)\left(1-\frac{r}{\frac{\sqrt{2} L}{2}}\right)}\right)\right) .
\end{gathered}
$$

This lower bound reaches its minimum value for $r=\frac{\sqrt{2} L}{6} \approx 0.23570 L$.
Therefore, given $f(r)=r \sqrt{\frac{r}{\frac{\sqrt{2} L}{2}}}+\sqrt{\left(\left(\frac{\sqrt{2} L}{2}\right)^{2}-r^{2}\right)\left(1-\frac{r}{\frac{\sqrt{\sqrt{2}}}{2}}\right)}$, since $f\left(\frac{\sqrt{2} L}{6}\right)=\frac{5 \sqrt{6} L}{18}<\frac{\sqrt{2} L}{2}$, in any solution

$$
z^{*}(k) \geq \alpha\left(\frac{\sqrt{2} L}{2} \frac{R}{q}+\frac{5 \sqrt{6} L}{18} 0.57 \sqrt{\pi R}\right) .
$$

Since $\frac{\alpha \sqrt{2} L \frac{R}{q}}{\alpha \frac{\sqrt{2} L}{2} \frac{R}{q}}=2$ and $\frac{\alpha \sqrt{2} L 0.57 \sqrt{\pi R}}{\alpha \frac{5 \sqrt{6} L}{18} 0.57 \sqrt{\pi R}}=\frac{6 \sqrt{3}}{5} \approx 2.07846$, then

$$
z^{S L}(k) \leq \frac{6 \sqrt{3}}{5} \alpha\left(\frac{\sqrt{2} L}{2} \frac{R}{q}+\frac{5 \sqrt{6} L}{18} 0.57 \sqrt{\pi R}\right) .
$$

Therefore,

$$
\frac{z^{S L}(k)}{z^{*}(k)} \leq \frac{\alpha \sqrt{2} L\left(\frac{R}{q}+0.57 \sqrt{\pi R}\right)}{\frac{\alpha \sqrt{2} L}{2}\left(\frac{R}{q}+\frac{5 \sqrt{6} L}{18} 0.57 \sqrt{\pi R}\right)} \leq \frac{6 \sqrt{3}}{5}
$$

We now prove that the bound is tight. Consider the following realization: $L=1$, centre of the area $\mathscr{A}$ in $(0,0), N=1, R \geq 2, q=R, \alpha=1, \beta=1+\frac{1}{R}$, customer 1 located at $(-0.5-0.5)$, customer 2 at $(0.5,0.5)$, the remaining customers located at $\left(0.5-\frac{1}{R} \rho_{\tau}, 0.5-\frac{1}{R} \rho_{\tau}\right)$, where $\tau$ is the index of the customers and $\rho_{\tau}$ is a random number between 0 and 1 .

In the $S L$, the facility is located at one of the customers. The location that minimizes the cost is the one of the customer closest to $(0,0)$. Since $\rho_{\tau} \leq 1$, the coordinates of this customer are $\left(0.5-\frac{1}{R}, 0.5-\frac{1}{R}\right)$, at best. Therefore, $r^{S L}(k) \geq \sqrt{2\left(-1+\frac{1}{R}\right)^{2}}$ and $z^{S L}(k) \geq \sqrt{2\left(-1+\frac{1}{R}\right)^{2}}(1+0.57 \sqrt{\pi R})$.

The optimal cost $z^{*}(k)$ is not greater than the one of the solution in which the circle $C$ has centre in $(0,0)$ and $r=\frac{\sqrt{2}}{6}$, while $r_{k}=\frac{\sqrt{2}}{2}$, that is,

$$
\begin{aligned}
z^{*}(k) & \leq \alpha D_{1}\left(\frac{\sqrt{2}}{6}\right)+\beta D_{2}\left(\frac{\sqrt{2}}{6}, \frac{\sqrt{2}}{2}\right)= \\
& =\frac{\sqrt{2}}{6}\left(\frac{1}{3}+\frac{1}{\sqrt{3}} 0.57 \sqrt{\pi R}\right)+\left(1+\frac{1}{R}\right)\left(\frac{4 \sqrt{2}}{9}+\frac{2 \sqrt{6}}{9} 0.57 \sqrt{\pi R}\right)
\end{aligned}
$$

Therefore, in this realization

$$
\frac{z^{S L}(k)}{z^{*}(k)} \geq \frac{\sqrt{2\left(-1+\frac{1}{R}\right)^{2}}(1+0.57 \sqrt{\pi R})}{\frac{\sqrt{2}}{6}\left(\frac{1}{3}+\frac{1}{\sqrt{3}} 0.57 \sqrt{\pi R}\right)+\left(1+\frac{1}{R}\right)\left(\frac{4 \sqrt{2}}{9}+\frac{2 \sqrt{6}}{9} 0.57 \sqrt{\pi R}\right)} \rightarrow \frac{6 \sqrt{3}}{5}
$$

for $R \rightarrow \infty$.

We now consider the general case, i.e., instances with several realizations. We show that the $S L$ can have a performance infinitely worse than the one of the optimal solution of the SCTSLP-R problem. Let $r^{S L}$ and $z^{S L}$ be the radius and the total cost obtained by the $S L$, respectively.

Theorem 3.3 There exists an instance such that $\frac{z^{S L}}{z^{*}} \rightarrow \infty$.

Proof Consider the following instance: $L=1$, centre of the area $\mathscr{A}$ in $(0,0)$, $R \geq 2, N=1, q=2, \alpha=1, \beta=1+\frac{1}{R}$, customer 1 located at $(-0.5-0.5)$, customer 2 at $(0.5,0.5)$, the remaining customers located at $\left(0.5-\frac{1}{R} \rho_{\tau}, 0.5-\right.$ $\frac{1}{R} \rho_{\tau}$ ), where $\tau$ is the index of the customers and $\rho_{\tau}$ is a random number between 0 and 1. $\frac{R}{2}$ realizations are available. Each realization has the same probability $\frac{2}{R}$ and is composed of $q=2$ customers served by the same traveling salesman. In particular, realization 1 is just composed of customers 1 and 2, while the remaining $\frac{R}{2}-1$ realizations are composed of two of the remaining customers at each realization.

In the $S L$, the facility is located at one of the customers. The location that minimizes the cost is the customer closest to $(0,0)$. Since $\rho_{\tau} \leq 1$, the coordinates of this customer are $\left(0.5-\frac{1}{R}, 0.5-\frac{1}{R}\right)$, at best.
Therefore, $r^{S L} \geq \sqrt{2\left(-1+\frac{1}{R}\right)^{2}}$ and $z^{S L} \geq \sqrt{2\left(-1+\frac{1}{R}\right)^{2}}(1+0.57 \sqrt{\pi R})$.
The optimal cost is not greater than the cost of the solution in which the circle $C$ has centre in $(0,0)$ and $r=0$, that is,
$z^{*} \leq\left(1+\frac{1}{R}\right)\left(\frac{2}{R}\left(\frac{\sqrt{2}}{2}\left(\frac{R}{2}+0.57 \sqrt{\pi R}\right)\right)+\left(1-\frac{2}{R}\right)\left(\frac{\frac{\sqrt{2}}{R}}{\sqrt{3}}\left(\frac{R}{2}+0.57 \sqrt{\pi R}\right)\right)\right)$.

Therefore, in this instance
$\frac{z^{S L}}{z^{*}} \geq \frac{\sqrt{2\left(-1+\frac{1}{R}\right)^{2}}(1+0.57 \sqrt{\pi R})}{\left(1+\frac{1}{R}\right)\left(\frac{2}{R}\left(\frac{\sqrt{2}}{2}\left(\frac{R}{2}+0.57 \sqrt{\pi R}\right)\right)+\left(1-\frac{2}{R}\right)\left(\frac{\sqrt{2}}{\sqrt{3}}\left(\frac{R}{2}+0.57 \sqrt{\pi R}\right)\right)\right)} \rightarrow \infty$
for $R \rightarrow \infty$.

We can note that the feasible solutions of the SCTSLP-R problem used in the proofs of the previous theorems were not trivial. Therefore, the optimal solution can be not easy to be found.

4 The Approach based on the Stochastic Second-Order Cone

## Formulation

In this section, we propose a solution approach based on the idea to optimally solve a Stochastic Second--Order Cone Formulation of the problem with an approximate objective function. This approach is referred to as $S S O C P$ approach.

### 4.1 Approximation of the Costs

The first step is to approximate $D_{1}(r)$ by a function proportional to the area of the circle $C$, that is $\theta \pi r^{2}$, where $\theta$ is a parameter to be estimated. The optimal value of $\theta$, that is $\theta^{*}$, is obtained by solving the following minimum least square problem:

$$
\min _{\theta} \sum_{\omega=0}^{\left\lfloor\frac{r_{\max }}{\Delta}\right\rfloor}\left(\theta \pi(\omega \Delta)^{2}-D_{1}(\omega \Delta)\right)^{2}
$$

where $\Delta$ is a given stepsize. Therefore, the first stage cost $\alpha D_{1}(r)$ is approximated by $\alpha \theta^{*} \pi r^{2}$.

We then approximate the second stage cost by a function proportional to the difference between the area of $C_{k}$ and the area of $C$, that is $\phi \pi\left(r_{k}^{2}-r^{2}\right)$, where $\phi$ is a parameter to be estimated. The optimal value of $\phi$, that is $\phi^{*}$, is obtained by solving the following minimum least square problem:

$$
\min _{\phi} \sum_{\omega=0}^{\left\lfloor\frac{r_{\max }}{\Delta}\right\rfloor} \sum_{k=\omega+1}^{\left\lfloor\frac{r_{\max }}{\Delta}\right\rfloor}\left(\phi \pi\left((k \Delta)^{2}-(\omega \Delta)^{2}\right)-D_{2}(\omega \Delta, k \Delta)\right)^{2}
$$

The second stage $\operatorname{cost} \beta \sum_{k \in \mathcal{K}} p_{k} D_{2}\left(r, r_{k}\right)$ is approximated by

$$
\beta \sum_{k \in \mathcal{K}} p_{k} \phi^{*} \pi\left(r_{k}^{2}-r^{2}\right) .
$$

4.2 The Stochastic Semidefinite Model

We first model the problem SCTSLP-R as a stochastic semidefinite model. A similar approach has been adopted by [22] and [25] for another type of application: the Stochastic location-aided routing (SLAR) in wireless ad-hoc networks.

Due to the different type of application, several are the differences in the proposed formulation, with respect to the one presented in [22] and [25]:

1. The source node defined in SLAR does not exist in the context of SCTSLP-

R problem since signals have not to be sent.
2. Multiple customers are considered in the context of SCTSLP-R problem instead of a single destination node as in SLAR.
3. An initial circle defined in SLAR, centred at the early location of a customer, with radius corresponding to the minimal velocity the client is supposed to move, does not make any sense in the context of SCTSLP-R problem and it is not considered.
4. Each realization is modelled by a given number of ellipses corresponding to the area covering by each traveling salesman, instead of a single ellipse describing the random movement of a single destination node as in SLAR.
5. Information on the number of customers served by each traveling salesman is included in the context of SCTSLP-R problem.
6. The first and second stage costs are proportional to the routing cost of the corresponding Capacitated Vehicle Routing Problem (CVRP) in the context of SCTSLP-R problem.

In the following, $\mathbb{R}^{n}$ denotes the space of all $n$-dimensional reals vectors, $\mathbb{R}^{n \times n}$ denotes the vector space of real $n \times n$ matrices, lower case boldface letters $\mathbf{x}, \mathbf{c}$ etc. for column vectors, and uppercase letters $A, X$ etc. for matrices. Sub-scripted vectors, such as $\mathbf{x}_{\mathbf{i}}$, represent the $i^{\text {th }}$ block of $\mathbf{x}$. The $j^{\text {th }}$ component of the vectors $\mathbf{x}$ and $\mathbf{x}_{\mathbf{i}}$ are indicated by $x_{j}$ and $x_{i j}$, respectively. We use
$\mathbf{0}$ and $\mathbf{1}$ for the zero vector and vectors of all ones, respectively, and 0 and $I$ for the zero and identity matrices.

Let $\mathbb{R}_{s}^{n \times n}$ denotes the vector space of real $n \times n$ symmetric matrices, for $A, B \in \mathbb{R}_{s}^{n \times n}$ we write $A \succeq 0(A \succ 0)$ to mean that $A$ is positive semidefinite (positive definite) and $A \succeq B(A \succ B)$ to mean that $A-B \succeq 0(A-B \succ 0)$. For $A, B \in \mathbb{R}^{n \times n}$ we denote by $A \bullet B$ the Frobenius inner product between $A$ and $B: A \bullet B=\operatorname{trace}\left(A^{T} B\right)$.

With the above notation, a stochastic semidefinite programming problem with recourse (SSDP) in standard primal form (see [22]), is given by

$$
\begin{aligned}
& \min _{X \in \mathbb{R}_{s}^{n_{1} \times n_{1}}} C \bullet X+E[Q(X, \omega)] \\
& \text { s.t. } A_{i} \bullet X=b_{i}, \quad i=1,2, \ldots, m_{1}, \quad X \succeq 0,
\end{aligned}
$$

where $X \in \mathbb{R}_{s}^{n_{1} \times n_{1}}$ is the first-stage decision variable, $C \in \mathbb{R}_{s}^{n_{1} \times n_{1}}$ is a given matrix, $\mathbf{b} \in \mathbb{R}^{m_{1}}$ another given vector, $A \in \mathbb{R}_{s}^{n_{1} \times n_{1}}, \mathbf{c}, \mathbf{b}$ and $A$ are deterministic data. $Q(X, \omega)$ is the minimum of the second stage problem

$$
\begin{aligned}
& \min _{Y(\omega) \in \mathbb{R}_{s}^{n_{2} \times n_{2}}} Q(\omega) \bullet Y \\
& \text { subject to } T_{i}(\omega) \bullet X+W_{i}(\omega) \bullet Y=h_{i}(\omega) \quad i=1,2, \ldots, m_{2}, \quad Y \succeq 0,
\end{aligned}
$$

and

$$
\begin{equation*}
E[Q(X, \omega)]=\int_{\Omega} Q(X, \omega) P(\mathrm{~d} \omega) \tag{7}
\end{equation*}
$$

where $Y(\omega) \in \mathbb{R}_{s}^{n_{2} \times n_{2}}$ is the second-stage decision vector, $Q \in \mathbb{R}_{s}^{n_{2} \times n_{2}}$, $T_{i}(\omega) \in \mathbb{R}_{s}^{n_{1} \times n_{1}}, W_{i}(\omega) \in \mathbb{R}_{s}^{n_{2} \times n_{2}}, \mathbf{h} \in R^{m_{2}}$ and $\omega \in \Omega$ is a random outcome with known probability distribution $P$, whose realizations will affect the coefficient matrices of the problem.

Using the above notation, the two stage stochastic semidefinite programming problem for SCTSLP-R can be summarized with the following decision
variables:

$$
\begin{align*}
& \mathbf{x}=\left[d_{2}, \tilde{\mathbf{u}}, \gamma\right]^{T},  \tag{8}\\
& \mathbf{y}=[\mathbf{z}, \tilde{\gamma}, \boldsymbol{\delta}]^{T}, \tag{9}
\end{align*}
$$

where $\mathbf{x}$ is the first stage decision variable with components
$-d_{2}$ : is an upper bound on square of the radius of the circle $C$;
$-\tilde{\mathbf{u}} \in \mathbb{R}^{2}$ : is the centre of circle $C$;

- $\gamma$ : is the coefficient in the equation of circle $C$,
and $\mathbf{y}$ is the second stage decision vector whose components are
$-\mathbf{z} \in \mathbb{R}^{K}$ : is the vector of the upper bounds, at realization $k$, on the quantity to enlarge the circle $C$ to cover all the ellipses $E_{k}^{i}$ by means of $C_{k}$ (see eq. 3);
- $\tilde{\gamma} \in \mathbb{R}^{K}$ : is the vector of the coefficients $\tilde{\gamma}_{k}$ of the second stage circles $C_{k}$, $k \in \mathcal{K}$;
$-\boldsymbol{\delta} \in \mathbb{R}^{K}$ : is a vector of non-negative parameters (see [24, 28]).

The coefficients of the decision variables in the objective function are given by:

$$
\begin{align*}
& \mathbf{c}=\left[\alpha \theta^{*} \pi, \mathbf{0}, 0\right]^{T},  \tag{10}\\
& \mathbf{q}=\left[\boldsymbol{\beta} \phi^{*} \pi, \mathbf{0}, \mathbf{0}\right]^{T}, \tag{11}
\end{align*}
$$

where $\alpha>0$ is the cost per unit of the area of $C$ and $\boldsymbol{\beta}$ is the vector of identical costs $\beta$ per unit increase of the area of $C$ to the area of $C_{k}$.

The costs of choosing the service area $C$ is

$$
\begin{equation*}
\alpha \theta^{*} \pi\left(\tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}-\gamma\right) . \tag{12}
\end{equation*}
$$

We note that minimizing the nonlinear cost function (12) is equivalent to minimizing the linear cost function $\alpha \theta^{*} \pi d_{2}$ under the constraint $d_{2} \geq \tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}-\gamma$.

Finally, by noting that the latter constraint can be written as

$$
\left(\begin{array}{cc}
I & \tilde{\mathbf{u}}  \tag{13}\\
\tilde{\mathbf{u}}^{T} & d_{2}+\gamma
\end{array}\right) \succeq 0
$$

and the condition of inclusion into a second stage circle $C_{k}$ of the ellipse $E_{k}^{i}$

$$
\begin{equation*}
E_{k}^{i}=\left\{\mathbf{u} \in \mathbb{R}^{2}: \mathbf{u}^{T} H_{k}^{i} \mathbf{u}+2 \mathbf{g}_{k}^{i}{ }^{T} \mathbf{u}+v_{k}^{i} \leq 0\right\}, \quad k \in \mathcal{K}, i \in \mathcal{N}, \tag{14}
\end{equation*}
$$

(with $H_{k}^{i} \in \mathbb{R}_{s}^{2 \times 2}, H_{k}^{i} \succ 0, \mathbf{g}_{k}^{i} \in \mathbb{R}^{2}$ and $v_{k}^{i} \in \mathbb{R}$ ) as

$$
\left(\begin{array}{cc}
I & -\tilde{\mathbf{u}}  \tag{15}\\
-\tilde{\mathbf{u}}^{T} & \tilde{\gamma}_{k}
\end{array}\right) \preceq \delta_{k}\left(\begin{array}{cc}
H_{k}^{i} & \mathbf{g}_{k}^{i} \\
\mathbf{g}_{k}^{i} & v_{k}^{i}
\end{array}\right), \quad k \in \mathcal{K}, i \in \mathcal{N}
$$

we deduce that the problem can be written as a stochastic semidefinite programming model with recourse (SSDP) as follows:

$$
\begin{array}{ll}
\min _{\mathbf{x} \in \mathbb{R}^{4}} \mathbf{c}^{T} \mathbf{x}+E[Q(\mathbf{x}, \omega)]  \tag{16}\\
\text { s.t. } & 0 \preceq\left(\begin{array}{cc}
I & \tilde{\mathbf{u}} \\
\tilde{\mathbf{u}}^{T} & d_{2}+\gamma
\end{array}\right),
\end{array}
$$

where $Q(\mathbf{x}, \omega)$ is the minimum of the problem

$$
\begin{align*}
& \min _{\mathbf{y} \in \mathbb{R}^{3 K}} \mathbf{q}^{T} \mathbf{y} \\
& \text { s.t. } \quad\left(\begin{array}{cc}
I & -\tilde{\mathbf{u}} \\
-\tilde{\mathbf{u}}^{T} & \tilde{\gamma}_{k}^{i}
\end{array}\right) \preceq \delta_{k}\left(\begin{array}{cc}
H_{k} & \mathbf{g}_{k}^{i} \\
\mathbf{g}_{k}^{i T} & v_{k}^{i}
\end{array}\right), \quad k \in \mathcal{K}, i \in \mathcal{N},  \tag{17}\\
& \\
& \quad 0 \leq \delta_{k}, \quad k \in \mathcal{K}, \\
& \quad 0 \leq \gamma-\tilde{\gamma}_{k}^{i} \leq z_{k}, \quad k \in \mathcal{K} \quad i \in \mathcal{N} .
\end{align*}
$$

### 4.3 The Stochastic Second-Order Cone Model

A special case of semidefinite programming (SDP) is given by second-order cone programming (SOCP). SOCP problems consist in convex optimization
problems in which a linear function is minimized over the intersection of an affine set and the product of second-order (Lorentz) cones:

$$
\begin{equation*}
\mathscr{K}_{n}:=\left\{\mathbf{x}=\left(x_{0} ; \overline{\mathbf{x}}\right) \in \mathbb{R}^{n}: x_{0} \geq\|\overline{\mathbf{x}}\|\right\} \tag{18}
\end{equation*}
$$

where $\|\cdot\|$ refers to the standard Euclidean norm and $n$ the dimension of $\mathscr{K}_{n}$ (see [26]).

A second-order cone can be embedded in the cone of positive semidefinite matrices since a second-order cone constraint is equivalent to a linear matrix inequality according to the following relation:

$$
\operatorname{Arw}(\mathbf{x}):=\left(\begin{array}{cc}
x_{0} & -\overline{\mathbf{x}}^{T}  \tag{19}\\
-\overline{\mathbf{x}} & x_{0} I
\end{array}\right) \succeq 0 \Leftrightarrow x_{0} \geq\|\overline{\mathbf{x}}\|
$$

In fact, $\operatorname{Arw}(\mathbf{x}) \succeq 0$ if and only if either $\mathbf{x}=\mathbf{0}$, or $x_{0}>0$ and it holds true the Shur Complement $x_{0}-\overline{\mathbf{x}}^{T}\left(x_{0} I\right)^{-1} \overline{\mathbf{x}} \geq 0$.

From a computational point of view, the effort per iteration required by interior-point method to solve stochastic second order cone problems is lower than the one required to solve stochastic semidefinite problems of similar size and structure (see [26]).

The aim of this section is to formulate the semidefinite stochastic problem presented in the previous section as a stochastic second-order cone SSOCP problem. See [27] for a similar reformulation for a stochastic location-aided routing (SLAR) model in wireless ad-hoc networks.

We rewrite each semidefinite constraint as a second order cone one. The constraint:

$$
0 \preceq\left(\begin{array}{cc}
I & -\tilde{\mathbf{u}}  \tag{20}\\
-\tilde{\mathbf{u}}^{T} & d_{2}+\gamma
\end{array}\right) \Leftrightarrow d_{2}+\gamma \geq \tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}} \Leftrightarrow\binom{\sqrt{d_{2}+\gamma}}{\tilde{\mathbf{u}}} \in \mathscr{K}_{3}
$$

the second stage constraint

$$
\left(\begin{array}{cc}
I & -\tilde{\mathbf{u}}  \tag{21}\\
-\tilde{\mathbf{u}}^{T} & \tilde{\gamma}_{k}
\end{array}\right) \preceq \delta_{k}\left(\begin{array}{cc}
H_{k}^{i} & \mathbf{g}_{k}^{i} \\
\mathbf{g}_{k}^{i T} & v_{k}^{i}
\end{array}\right), \quad k \in \mathcal{K}, i \in \mathcal{N}
$$

is equivalent to

$$
M_{k}^{i}:=\left(\begin{array}{cc}
\delta_{k} H_{k}^{i}-I & \delta_{k} \mathbf{g}_{k}^{i}+\tilde{\mathbf{u}}  \tag{22}\\
\delta_{k} \mathbf{g}_{k}^{i}{ }^{T}+\tilde{\mathbf{u}}^{T} & \delta_{k} v_{k}^{i}-\tilde{\gamma}_{k}
\end{array}\right) \succeq 0, \quad k \in \mathcal{K}, i \in \mathcal{N}
$$

Following [26], let $H_{k}^{i}=Q_{k}^{i} \Lambda_{k}^{i} Q_{k}^{i}{ }^{T}$ be the spectral decomposition of $H_{k}^{i}$,
$\Lambda_{k}^{i}=\operatorname{Diag}\left(\lambda_{k 1}^{i} ; \ldots ; \lambda_{k n}^{i}\right)$ and $\mathbf{h}_{k}^{i}=Q_{k}^{i}{ }^{T}\left(\delta_{k} \mathbf{g}_{k}^{i}+\tilde{\mathbf{u}}\right)$, for $k \in \mathcal{K}, i \in \mathcal{N}$. Then

$$
\bar{M}_{k}^{i}:=\left(\begin{array}{cc}
Q_{k}^{i}{ }^{T} & \mathbf{0}  \tag{23}\\
\mathbf{0} & 1
\end{array}\right) M_{k}^{i}\left(\begin{array}{cc}
Q_{k}^{i} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right)=\left(\begin{array}{cc}
\delta_{k} \Lambda_{k}^{i}-I & \mathbf{h}_{k}^{i} \\
\mathbf{h}_{k}^{i}{ }^{T} & \delta_{k} v_{k}^{i}-\tilde{\gamma}_{k}
\end{array}\right) \succeq 0
$$

for $k \in \mathcal{K}, i \in \mathcal{N}$ and $M_{k}^{i} \succeq 0$ if and only if $\bar{M}_{k}^{i} \succeq 0$. It holds if and only if $\delta_{k} \geq \frac{1}{\lambda_{\min }\left(\Lambda_{k}^{i}\right)}$, i.e., $\delta_{k} \lambda_{k j}^{i}-1 \geq 0 \forall k, j, i, h_{k j}^{i}=0$ if $\delta_{k} \lambda_{k j}^{i}-1=0$ and the Shur complement of the columns and rows of $\bar{M}_{k}^{i}$ that are not zero

$$
\begin{equation*}
\delta_{k} v_{k}^{i}-\tilde{\gamma}_{k}-\sum_{\delta_{k} \lambda_{k j}^{i}>1} \frac{h_{k j}^{i}{ }^{2}}{\delta_{k} \lambda_{k j}^{i}-1} \geq 0 . \tag{24}
\end{equation*}
$$

If we define $s_{k}^{i}:=\left(s_{k 1}^{i} ; \ldots ; s_{k n}^{i}\right)$, where $s_{k j}^{i}=\frac{h_{k j}^{i}{ }^{2}}{\delta_{k} \lambda_{k j}^{i}-1}$, for all $j$ such that $\delta_{k} \lambda_{k j}^{i}>1$ and $s_{k j}^{i}=0$, otherwise, then (24) is equivalent to

$$
\begin{equation*}
\tilde{\gamma}_{k} \leq \delta_{k} v_{k}^{i}-\mathbf{1}^{T} s_{k}^{i} . \tag{25}
\end{equation*}
$$

Since we are minimizing the radius of the second stage circles $C_{k}, \sqrt{\tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}-\tilde{\gamma}_{k}}$, we can relax the definition of $s_{k j}^{i}$ replacing it by ${h_{k j}^{i}}^{2} \leq s_{k j}^{i}\left(\delta_{k} \lambda_{k j}^{i}-1\right)$, $k \in \mathcal{K}, i \in \mathcal{N}, j=1,2$. Combining all of the above constraints (21) is equivalent to the following formulation involving only linear and restricted hyperbolic second-stage constraints:

$$
\begin{align*}
& \mathbf{h}_{k}^{i}=Q_{k}^{i}{ }^{T}\left(\delta_{k} \mathbf{g}_{k}^{i}+\tilde{\mathbf{u}}\right), \quad k \in \mathcal{K}, i \in \mathcal{N},  \tag{26}\\
& h_{k j}^{i}{ }^{2} \leq s_{k j}^{i}\left(\delta_{k} \lambda_{k j}^{i}-1\right), \quad k \in \mathcal{K}, i \in \mathcal{N} \quad j=1,2  \tag{27}\\
& \tilde{\gamma}_{k} \leq \delta_{k} v_{k}^{i}-\mathbf{1}^{T} s_{k}^{i}, \quad k \in \mathcal{K}, i \in \mathcal{N},  \tag{28}\\
& \delta_{k} \geq \frac{1}{\lambda_{\min }\left(\Lambda_{k}^{i}\right)}, \quad k \in \mathcal{K}, i \in \mathcal{N} . \tag{29}
\end{align*}
$$

Note that the restricted hyperbolic constraint (27) is equivalent to the following $2 N K$-dimensional second-order cone inequalities:

$$
\begin{gather*}
\left\|\binom{2 h_{k j}^{i}}{s_{k j}^{i}-\delta_{k} \lambda_{k j}^{i}+1}\right\| \leq s_{k j}^{i}+\delta_{k} \lambda_{k j}^{i}-1  \tag{30}\\
\left(\begin{array}{c}
s_{k j}^{i}+\delta_{k} \lambda_{k j}^{i}-1 \\
2 h_{k j}^{i} \\
s_{k j}^{i}-\delta_{k} \lambda_{k j}^{i}+1
\end{array}\right) \in \mathscr{K} 3, k \in \mathcal{K}, i \in \mathcal{N}, j=1,2
\end{gather*}
$$

and each of the linear constraints (28) and (29) are NK 1-dimensional secondorder cone constraints. In conclusion, the model (16)-(17) can be formulated as a stochastic second-order cone $S S O C P$ problem in the following way:

$$
\begin{array}{ll}
\min _{\mathbf{x} \in \mathbb{R}^{4}, \mathbf{y} \in \mathbb{R}^{3 K}} & \mathbf{c}^{T} \mathbf{x}+\sum_{k=1}^{K} p_{k} \mathbf{q}^{T} \mathbf{y} \\
\text { s.t. } \quad & d_{2}+\gamma \geq\|\tilde{\mathbf{u}}\|^{2}, \\
& \left(s_{k j}^{i}+\delta_{k} \lambda_{k j}^{i}-1\right)^{2} \geq\left\|\binom{2 h_{k j}^{i}}{s_{k j}^{i}-\delta_{k} \lambda_{k j}^{i}+1}\right\|^{2}, k \in \mathcal{K}, i \in \mathcal{N}, j=1,2, \\
& \mathbf{h}_{k}^{i}=Q_{k}^{i}{ }^{T}\left(\delta_{k} \mathbf{g}_{k}^{i}+\tilde{\mathbf{u}}\right), \quad k \in \mathcal{K}, i \in \mathcal{N}, \\
& \tilde{\gamma} \leq \delta_{k} v_{k}^{i}-\mathbf{1}^{T} \mathbf{s}_{k}^{i}, \quad k \in \mathcal{K}, i \in \mathcal{N} \\
& \delta_{k} \geq \frac{1}{\lambda_{\min }\left(\Lambda_{k}^{i}\right)}, \quad k \in \mathcal{K}, i \in \mathcal{N} \\
& \delta_{k} \geq 0, \quad k \in \mathcal{K}, \\
& \gamma-\tilde{\gamma}_{k} \geq 0, \quad k \in \mathcal{K}, \\
& \gamma-\tilde{\gamma}_{k} \leq z_{k}, \quad k \in \mathcal{K}, \\
& d_{2} \geq 0
\end{array}
$$

## 5 Numerical Results

In this section, we first describe the methodology we use to generate the realizations. Then, we analyze the sensitivity of the exact $S S O C P$ model solution with respect to input parameters. Finally, we compare the solutions of the $S S O C P$ approach with the $S L$ approach. The $S S O C P$ model is implemented in GAMS 22.5, by using the second order cone programming solver from the software package Mosek (http://www.mosek.com/), while the $S L$ approach is implemented in $\mathrm{C}++$.

### 5.1 Uncertainty generation

In our numerical experiments, we generate ellipses of the form

$$
\begin{equation*}
E=\left\{\mathbf{u} \in \mathbb{R}^{2}: \mathbf{u}^{T} H \mathbf{u}+2 \mathbf{g}^{T} \mathbf{u}+v \leq 0\right\} \tag{33}
\end{equation*}
$$

where $H \in \mathbb{R}_{s}^{2 \times 2}$ is a given positive definite matrix, $\mathbf{g} \in \mathbb{R}^{2}$ is a given vector, and $v \in \mathbb{R}$ is a given real number such that

$$
\begin{equation*}
v<\mathbf{g}^{T} H^{-1} \mathbf{g} \tag{34}
\end{equation*}
$$

Equation (33) can also be written as

$$
\begin{equation*}
E=\left\{\mathbf{u} \in \mathbb{R}^{2}:\left\|H^{1 / 2}\left(\mathbf{u}-\mathbf{u}^{0}\right)\right\| \leq 1\right\} \tag{35}
\end{equation*}
$$

with $H=Q \Lambda Q^{T}$ the spectral decomposition of $H$, where $Q$ is the matrix whose columns are the eigenvectors of $H$ and $\Lambda=\operatorname{Diag}\left(\lambda_{1} ; \ldots ; \lambda_{n}\right)$ is the diagonal matrix of the corresponding eigenvalues with

$$
\mathbf{u}^{0}=-H^{-1} \mathbf{g}, \quad \rho=\sqrt{\mathbf{g}^{T} H^{-1} \mathbf{g}-v}
$$

Note that an ellipse is completely defined by its centre $\mathbf{u}^{0}=\left(u_{1}^{0}, u_{2}^{0}\right)$, the angle $\varphi$ between the first axis of the ellipse and the $u_{1}$-axis of the coordinate
system, and the lengths $\sigma_{1}, \sigma_{2}$ of the two semi-axes. For given $\varphi, \mathbf{u}^{0}=\left(u_{1}^{0}, u_{2}^{0}\right)$, $\sigma_{1}, \sigma_{2}$, we can represent the ellipse in the form (33) by setting

$$
H:=Q\left(\begin{array}{cc}
\sigma_{1}^{-2} & 0  \tag{36}\\
0 & \sigma_{2}^{-2}
\end{array}\right) Q^{T}, \quad \mathbf{g}=-H \mathbf{u}^{0} . \quad v=\mathbf{u}^{0 T} H \mathbf{u}^{0}-1
$$

We randomly generate these quantities to obtain ellipses of the form (33) by using (36). The quantities

$$
\begin{equation*}
u_{1, k}^{0, i}, u_{2, k}^{0, i}, \varphi_{k}^{i}, \sigma_{1, k}^{i}, \sigma_{2, k}^{i}, \quad k \in \mathcal{K}, i \in \mathcal{N} \tag{37}
\end{equation*}
$$

corresponding to the ellipse

$$
\begin{equation*}
E_{k}^{i}=\left\{\mathbf{u} \in \mathbb{R}^{2}: \mathbf{u}^{T} H_{k}^{i} \mathbf{u}+2 \mathbf{g}_{k}^{i T} \mathbf{u}+v_{k}^{i} \leq 0\right\}, \quad k \in \mathcal{K}, i \in \mathcal{N} \tag{38}
\end{equation*}
$$

(with $H_{k}^{i} \in \mathbb{R}_{s}^{2 \times 2}, H_{k}^{i} \succ 0, \mathbf{g}_{k}^{i} \in \mathbb{R}^{2}$ and $v_{k}^{i} \in \mathbb{R}$ ), which represents the area covered by the traveling salesman $i \in \mathcal{N}$ at realization $k \in \mathcal{K}$, are obtained by considering:

- the uniform distribution in the interval $\left(\hat{u}_{1}^{i}-2, \hat{u}_{1}^{i}+2\right)$ for generating $u_{1, k}^{0, i}$;
- the normal distribution $\mathcal{N}\left(\hat{u}_{2}^{i}, 0.5\right)$ for generating $u_{2, k}^{0, i}$;
- the uniform distribution in the interval $[0, \pi]$ for generating $\varphi_{k}^{i}$;
- the normal distribution $\mathcal{N}(2,1)$ for generating $s_{u_{1}, k}^{i}$ and $s_{u_{2}, k}^{i}$,
with $\hat{\mathbf{u}}_{1} \in \mathbb{R}^{N}$ and $\hat{\mathbf{u}}_{2} \in \mathbb{R}^{N}$ representing the coordinates of the initial position of the $N$ traveling salesmen. The ellipses $E_{k}^{i}$ are randomly generated in MATLAB 7.4.0 inside the square $[-10,10] \times[-10,10]$. Each ellipse $E_{k}^{i}$ covers $q$ customers randomly generated by a uniform distribution. Note that at each realization the same number of customers $N q$ should be served. The difference among the realizations is in the customers' positions. Note that since we generate the same number of customers inside areas of different extension, the described approach corresponds to model distributed demands with different degree of density. In our computational experiment, we consider the cases in which each traveling salesman respectively serves 1,5 , and 25 customers
( $q=1,5,25$ ). Furthermore, the $K$ realizations are supposed to be equiprobable, with probability $1 / K$.


### 5.2 Sensitivity Analysis

In this section, we carry out a sensitivity analysis of the $S S O C P$ solution with respect to some of the input parameters (see [29]). In particular, we consider:

1. The number $K$ of realizations in the realization tree;
2. The cost $\beta$ of making corrections on the radius of the second stage circles.

To carry out the analysis, we assume that the number of traveling salesmen is $N=5$, with initial positions as follows:

$$
\hat{\mathbf{u}}_{1}=(5,-5,0,0,5)^{T} \quad \hat{\mathbf{u}}_{2}=(0,0,5,-5,5)^{T} .
$$

Furthermore, in order to make a consistent comparison in terms of number of realizations, the approximation of the costs according to the corresponding Capacitated Traveling Salesmen Problem described in Section 4.1 is here not considered. The exact solutions obtained by optimally solving the deterministic equivalent SCTSLP-R with increasing number of realizations or second stage $\operatorname{cost} \beta$ are then compared.

The results of the analysis are the following:
(1) Number $K$ of realizations: Figure 1 shows the stabilization of the objective function in the $S S O C P$ model as the number of realizations increases from 3 up to 20335. An in-sample stability is observed, (see [30]) with a stabilization of the objective function around the value of 267 .
(2) Cost $\beta$ : The sensitivity analysis of the first stage objective function and total costs versus the second stage $\operatorname{cost} \beta \phi \pi \in[0,4 \pi]$ is reported in Figure
2. The results show that, for a low value of $\beta \phi \pi \in[0,2.51]$ the first stage cost is zero; this means that it is more convenient to enlarge the radius
of each recourse zone $C_{k}$ instead of moving the location of the facility. Conversely, for $\beta \phi \pi \geq 8.4$, the service zone $C$ already contains all the routes of traveling salesmen $E_{k}^{i},(k \in \mathcal{K}, i \in \mathcal{N})$; the total cost reduces to the first stage total cost and it stabilizes on the value of 287.78.


Fig. 1 Sensitivity analysis of the optimal function value versus the number realizations for the exact $S S O C P$ model.


Fig. 2 Case of 5 realizations: sensitivity analysis of the objective function and first stage costs versus the second stage $\operatorname{cost} \beta \phi \pi \in[0,4 \pi]$ for the for the exact SSOCP model.


Fig. 3 Case of 25 random customers supplied by 5 traveling salesmen with capacity $q=1$ in 5 realizations: service zone $C$ and requested service zone $\tilde{C}$ solutions for the exact $S S O C P$ model.


Fig. 4 Second stage zones solutions $C_{k}$ for the exact $S S O C P$ model in the case of 25 random customers supplied by 5 traveling salesmen with capacity $q=1$ in each of the five realizations (a) $k=1$, (b) $k=2$, (c) $k=3$, (d) $k=4$ and (e) $k=5$. Note that, at realization $k$, the second stage disk $C_{k}$ contains all the ellipses $E_{k}^{i}(i=1, \ldots, 5)$.
5.3 Comparison with the $S L$ approach

In this section, we show the improvement in the cost obtained by the SSOCP approach with respect to the $S L$. We consider the cases of 5 and 25 traveling salesmen $(N=5$ and $N=25)$ with capacity $q=1,5,25$ (see Tables 2 and 3 ). The number of realizations is set to $K=5$, each of them contains $N$ traveling salesmen serving $q$ different customers, for a total number of customers $R=K N q$. In order to make a consistent comparison between the two solutions approaches, the costs $\theta$ and $\phi$ in the $S S O C P$ model are now computed according to the cost of the corresponding Capacitated Vehicle Routing Problem (CVRP), by solving the minimum least square problem explained in Section 4.1. The first stage cost $\alpha=1$ and second stage cost $\beta=1.5$ paying more for the recourse action. Tables 2 and 3 show the average value over 10 simulations of the out-of-sample costs of the $S L$ solutions, obtained as follows:

- For given capacity $q=1,5,25$ of traveling salesmen, we uniformly generate 10 different samples of $N q$ customers's position in the interior or at the border of the ellipses $E_{k}^{i}, k=1, \ldots, 5, i=1, \ldots, 5$, which represent the realizations for the corresponding $S S O C P$ model. Note that the ellipses $E_{k}^{i}, k=1, \ldots, 5, i=1, \ldots, 5$, are fixed in all the 10 simulations, only customers' position change (see Table 2).
- The solutions obtained by the $S L$ are then evaluated in terms of $S S O C P$ costs (out-of-sample analysis), by fixing $S L$ solution variables $\tilde{u}$ and $r$ obtained in each of the 10 simulations.
- The average costs over 10 simulations are then computed (see sixth and eighth column of Tables 2 and 3) and compared with the corresponding $S S O C P$ formulation.

The results show that in all the cases, the solution obtained by the $S L$ performs worse than the one obtained by the $S S O C P$ approach, forcing the facility to be fixed in one of the customers location (see Table 1 and Figure 5). Note that,
in order to reach all the customers, the service zone radius in the $S L$ has to be larger (10.41 instead of 8.91). The computational times of the two approaches are not comparable since the $S S O C P$ and $S L$ models are implemented in different workspaces. However in both the cases, the solution is obtained in less than one CPU second.

|  | $d_{2}$ | $\tilde{u}_{1}$ | $\tilde{u}_{2}$ | $r$ | $\tilde{r}$ | $1^{\text {st }}$ stage c. | Obj. value |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SSOCP | 79.42 | 0.26 | -0.09 | 8.91 | 9.06 | 161.60 | 171.32 |
| $S L$ | 108.35 | 3.17 | 3.59 | 10.41 | 11.80 | 220.45 | 335.40 |

Table 1 Comparison between the SSOCP approach and out-of-sample evaluation of solution of the $S L$ in the case of a total number of $R=25$ customers served by $N=5$ traveling salesmen with capacity $q=1$ over $K=5$ realizations.


Fig. 5 Case of 25 random customers supplied by 5 traveling salesmen with capacity $q=1$ in 5 realizations: service zone $C$ solution of the (a) $S S O C P$ model and (b) $S L$

| $q$ | $N$ | $R$ | $\theta$ | $\phi$ | $1^{\text {st }}$ s. $S L$ | $1^{\text {st }}$ s. SSOCP | Obj. SL | Obj. SSOCP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | 25 | 0.647 | 0.774 | 208.54 | 161.60 | 300.49 | 171.32 |
| 5 | 5 | 125 | 0.792 | 0.934 | 382.63 | 197.72 | 520.97 | 209.50 |
| 25 | 5 | 625 | 1.116 | 1.253 | 440.34 | 268.16 | 463.82 | 294.19 |

Table 2 Case of $N=5$ traveling salesmen serving respectively $q=1,5,25$ customers over $K=5$ realizations: comparison between the $S S O C P$ model costs (seventh and ninth columns) and average costs of the $S L$ over ten simulations (sixth and eighth columns).

| $q$ | $N$ | $R$ | $\theta$ | $\phi$ | $1^{\text {st }}$ s. $S L$ | $1^{\text {st }}$ s. $S S O C P$ | Obj. $S L$ | Obj. $S S O C P$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 125 | 2.914 | 3.639 | 657.82 | 728.01 | 2049.45 | 772.88 |
| 5 | 25 | 625 | 3.238 | 3.958 | 1416.64 | 1368.43 | 1615.01 | 1415.74 |
| 25 | 25 | 3125 | 3.963 | 4.67 | 1982.71 | 1674.57 | 2036.154 | 1730.45 |

Table 3 Case of $N=25$ traveling salesmen serving respectively $q=1,5,25$ customers over $K=5$ realizations: comparison between the $S S O C P$ approach (seventh and ninth columns) and average costs of the $S L$ over ten simulations (sixth and eighth columns).

### 5.4 Comparison on a TSP benchmark instance

We now show the results we obtained by applying the $S L$ approach and the SSOCP approach to a TSP benchmark instance with 13,509 nodes (see TSPLIB, instance name: usa13509.tsp). We refer to [31] for more details.

The realizations are obtained by splitting the 13,509 customers in the United States into four subareas according to their longitude. Then, subsets of $q=100$ nodes are extracted from the four subareas on the basis of a uniform distribution. Minimum covering ellipses, representing each the traveling salesman $i$ at realization $k$ visiting a subset of $q$ random customers, have been generated by using MATLAB 7.4.0 environment according to [28]. Fig. 6 shows an example of one of these realizations with four traveling salesmen (the ellipses) supplying 400 customers. Bullet stars represent the customers, while bullet squares the centers of the 4 ellipses.

We consider $K=34$ realizations, such that the total number of customers is $R=K N q=13,509$. Table 4 shows the out-of-sample costs of the $S L$ ap-


Fig. 6 Example of one realization in the usa13509.tsp instance: 400 random customers supplied by four traveling salesmen (the ellipses) with capacity $q=100$. Bullet stars represent the centers of the 4 ellipses. Note that each customer is served by a unique traveling salesman

| Approach | $d_{2}$ | $\tilde{u}_{1}$ | $\tilde{u}_{2}$ | $\gamma$ | $\tau$ | $r$ | $1^{\text {st }} \mathrm{s.cost}$ | $2^{s t} \mathrm{s.cost}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S L$ | 20 | 3.91 | 8.73 | 71.41 | 0 | 4.47 | 654.66 | 786.37 |
| SSOCP | 14.62 | 4.14 | 9.74 | 97.32 | 0 | 3.82 | 478.46 | 530.22 |

Table 4 Comparison between the out-of-sample evaluation of the $S L$ approach and the $S S O C P$ approach in the usa13509.tsp instance
proach, computed as follows: different subsets of $q=100$ possible customers are uniformly extracted from the four different longitude subareas in the United States and the corresponding minimum covering ellipses are generated. The process is repeated for the 34 realizations such that all the 13,509 customers are visited. The solution obtained by the $S L$ approach is then evaluated in terms of $S S O C P$ costs (out-of-sample analysis, obtained by fixing the variables obtained in the $S L$ solution) and compared with the corresponding $S S O C P$ total costs.

The result shows that the $S L$ approach performs significantly worse than the $S S O C P$ approach. In fact, the percent increase in the total cost of the $S L$ approach with respect to the SSOCP approach is about $42.9 \%$. This is mainly due to the fact that in the $S L$ approach the facility is forced to be fixed in one of the customer locations in Indiana, instead than in a point (different than a
customer location) in Nebraska, as obtained in the $S S O C P$ approach (see Fig. 7).


Fig. 7 Comparison of the $S S O C P$ approach $(-9.74,4.15)$ and the $S L$ approach ( $-8.72,3.9$ ) facility location solutions in the usa13509.tsp instance. The $S S O C P$ solution refers to the case of $K=150$ realizations, $N=4$ traveling salesmen with capacity $q=100$.

## 6 Conclusions

We studied the problem of a single facility serving a given number of customers in a given area. The position of the customers is not known. The service to the customers is carried out by several capacitated traveling salesmen. The aim is to determine the service zone (in a shape of a circle) that minimizes the expected cost of the traveled routes. The centre of the circle is the location of the facility. Once the position of the customers is revealed, the customers located outside the service zone are served with a recourse action at a greater unit cost. We showed that the solutions obtained by applying a simpler approach, namely $S L$, can be infinitely worse than the optimal solution. Then, we proposed a solution based on the optimal solution of a stochastic second-order cone formulation with an approximate objective function (SSOCP approach)
and showed that this solution is significantly better than the previous solution in a large set of randomly generated problem instances.
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