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#### Abstract

This work presents a Nonlinear Model Predictive Control strategy for a quadrotor UAV with obstacle avoidance capability in a 3D unknown environment with static obstacles. The system aims to reach the target in minimum time while avoiding obstacles and also to take into account the energy of states and inputs. Sensor information is processed to detect the obstacles and obtain the inequality constraints of an obstacle-free zone. Numerical results are presented to attest the performance of the system.


## I. Introduction

Unmanned Aerial Vehicles (UAVs) have received enormous attention from academy and industry. Many applications are carried out with UAVs, such as search and rescue, cartography, inspections of power lines, aerial photography, and others. These applications demand many different schemes of control, path planning, and obstacle avoidance in order to complete their tasks.

In some applications, the environment is known a priori. Consequently, the trajectory planning can be computed offline, requiring a control strategy capable of tracking it. In the literature, many algorithms can be found that perform the planning task, for instance, sampling algorithms as probabilistic roadmaps (PRM) [1], rapidly-exploring random trees (RRT) [2], among others. Sampling algorithms may have a high computational cost due to their probabilistic nature. However, they only need to be executed once and offline.

In other applications, the environment is unknown, which means that the location of possible obstacles and their shape are not known a priori. In this case, path planning would be performed at every change of the environment, what could lead to computational costly algorithms. Some approaches recompute only part of the path when the environment changes, as $D^{*}[3]$. They are more computationally efficient

[^0]if compared to recomputing the entire path, but they are designed for incremental changes in the environment.

An alternative approach is the Model Predictive Control (MPC), which combines an optimal path planning and optimal control design into an unified optimization problem. MPC delivers an optimal control law by minimizing specified performance index constrained by the dynamical model of the system, obstacles and the limits of the system inputs.

There are many algorithms in the literature using the MPC framework for obstacle avoidance. In [4], a linear MPC is used to track a reference trajectory of a UAV, where depending on the risk of collision, a new optimal control problem (OCP) is solved with an extra cost to penalize the proximity with obstacles In [5], a robust MPC for UAVs performs obstacle avoidance by generating linear constraints in the $X Y$ plane by geometric calculations. In [6], zonotopic approximations of hyperplane arrangements [7] of an obstacle-free area in 2D environments are used as constraints of a linear MPC.

In [8], a Nonlinear MPC (NMPC) strategy is used for an Autonomous Ground Vehicle (AGV) navigating in 2D environments with obstacles represented as polygons, based on computational geometry algorithms, to obtain linear constraints. Since the OCP is nonlinear and non-convex, a local optimum solution is inevitable and dependent on the initial guess. [8] also explores more possible paths in order to search for better local minima solutions of the OCP.

This work proposes an NMPC strategy for a UAV in a 3D unknown environment. Differently from [8], we model obstacles as polyhedra and use boolean polyhedral operations to obtain an obstacle-free zone in a 3D scenario. A convex decomposition of polyhedra is performed to obtain tractable constraints and explore possible paths that can lead to local minima with a smaller cost. While [8] uses a cost function that is tailored to a specific AGV , we use a general quadratic cost that could be used with other systems.

This work is organized as follows. Section II shows the quadrotor UAV model. In Section III, we describe the control strategy. Section IV presents the OCP formulation, describing the generation of obstacles constraints and the OCP formulation. Section V presents numerical simulation results, and Section VI concludes the work.

## II. Quadrotor UAV Mathematical Model

The dynamic equations of the quadrotor UAV are obtained from [9] and are given by

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{f}(\boldsymbol{q})=\boldsymbol{B}_{u}(\boldsymbol{q}) \boldsymbol{u} \tag{1}
\end{equation*}
$$

where $\boldsymbol{q}=\left[\begin{array}{ll}\boldsymbol{\xi}^{T} & \boldsymbol{\eta}^{T}\end{array}\right]^{T}, \dot{\boldsymbol{q}}=\left[\begin{array}{ll}\dot{\boldsymbol{\xi}}^{T} & \dot{\boldsymbol{\eta}}^{T}\end{array}\right]^{T}$, with $\boldsymbol{\xi}=$ $\left[\begin{array}{lll}x & y & z\end{array}\right]^{T}$ being the position of the quadrotor body frame
origin w.r.t. the inertial frame $\mathscr{I}, \boldsymbol{\eta}=\left[\begin{array}{lll}\phi & \theta & \psi\end{array}\right]^{T}$ its orientation, where $\phi, \theta$, and $\psi$ are the angles of the rotation of the body frame $\mathscr{B}$ w.r.t. $\mathscr{I}$ expressed in $\mathscr{B}$. The vectors $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ are the generalized coordinates and their time derivatives, respectively. Thrust forces generated by the propellers compose the input vector $\boldsymbol{u}=\left[\begin{array}{cccc}f_{1} & f_{2} & f_{3} & f_{4}\end{array}\right]^{T}$, and $\boldsymbol{M}(\boldsymbol{q})$ is the inertia matrix, derived from the kinetic energy of the quadrotor. $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is the Coriolis and centrifugal forces matrix, which is derived from the inertia matrix using the Christoffel symbols of the first kind, and the $\boldsymbol{g}(\boldsymbol{q})$ vector is composed of terms generated by the gravity force [10]. Assuming the state vector $\boldsymbol{x}=\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, the state equation is

$$
\dot{\boldsymbol{x}}=\left[\begin{array}{c}
\dot{\boldsymbol{q}}  \tag{2}\\
\ddot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
\boldsymbol{M}(\boldsymbol{q})^{-1}(-\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})+\boldsymbol{f}(\boldsymbol{q}))
\end{array}\right] .
$$

The equations are derived assuming the frame $\mathscr{B}$ with the origin at the quadrotor center of rotation. The input coupling matrix $\boldsymbol{B}_{u}(\boldsymbol{q})$ transforms the input signals represented in $\mathscr{B}$ to $\mathscr{I}$, where $\boldsymbol{B}_{u}(\boldsymbol{q})=\boldsymbol{R}_{\boldsymbol{r} \boldsymbol{w}} \boldsymbol{B}_{\boldsymbol{a}}, \boldsymbol{R}_{\boldsymbol{r} \boldsymbol{w}}=\left[\begin{array}{cc}\boldsymbol{R}_{\mathscr{B}}^{T} & \mathbf{0} \\ \mathbf{0} & \boldsymbol{W}_{\boldsymbol{\eta}}^{T}\end{array}\right]^{T}$, and

$$
\boldsymbol{B}_{a}(\boldsymbol{q})=\left[\begin{array}{cccc}
-\sin \left(\alpha_{T}\right) & 0 & \sin \left(\alpha_{T}\right) & 0 \\
0 & -\sin \left(\alpha_{T}\right) & 0 & \sin \left(\alpha_{T}\right) \\
\cos \left(\alpha_{T}\right) & \cos \left(\alpha_{T}\right) & \cos \left(\alpha_{T}\right) & \cos \left(\alpha_{T}\right) \\
0 & l \cos \left(\alpha_{T}\right) & 0 & -l \cos \left(\alpha_{T}\right) \\
-l \cos \left(\alpha_{T}\right) & 0 & l \cos \left(\alpha_{T}\right) & 0 \\
\frac{k_{\tau}}{b} \cos \left(\alpha_{T}\right) & -\frac{k_{\tau}}{b} \cos \left(\alpha_{T}\right) & \frac{k_{\tau}}{b} \cos \left(\alpha_{T}\right) & -\frac{k_{\tau}}{b} \cos \left(\alpha_{T}\right)
\end{array}\right] .
$$

The rotation matrix $\boldsymbol{R}_{\mathscr{B}}$ represents the rotation from $\mathscr{B}$ to $\mathscr{I}$. The angle $\alpha_{T}$ is the inclination of the rotors towards to the origin of $\mathscr{B}$, the constant $k_{\tau}$ is a drag constant, the constant $b$ is the thrust constant, assuming $f_{i}=b \Omega_{i}^{2}$ with $\Omega_{i}$ being the angular velocities of the propellers. The matrix $\boldsymbol{W}_{\eta}$ is the Euler matrix, and the constant $l$ is the distance from a rotor to the origin of $\mathscr{B}$.

## III. Control Strategy

## A. Problem

Consider a UAV in an unknown environment. The problem consists of moving the UAV to a target pose as fast as possible. The environment may contain static obstacles with location, size, and shape not known a priori.

## B. Control Scheme

The control strategy consists of two main tasks:

- generate the obstacle constraints;
- formulate and solve optimal control problems (OCPs).

The system schematic is illustrated in Fig. 1.


Fig. 1. System Schematic.
The constraint generation (CG) task obtains the constraints to maintain the UAV's position in a safe region, which is called the obstacle-free region. The NMPC task formulates an optimal control problem (OCP) with constraints. The


Fig. 2. The range sphere of the sensor in blue and the superscribed polyhedron in pink.


Fig. 3. The main polyhedron in pink, the five numbered subregions, the range sphere in blue, and the obstacle in red.

OCP solution will provide an optimal trajectory and inputs satisfying constraints, such as the safe region constraints, the mathematical model, state and input limits, and others. By satisfying these constraints, the generated optimal trajectory is feasible since it is free of a collision. These tasks will be described in detail in the next sections.

## C. Obstacle Constraint Generation

The CG task generates constraints to maintain the optimal trajectory in a safe region. The safe region is obtained by processing sensor data. A camera or laser sensor is used to obtain the relative positions of obstacles.

In order to obtain the constraints, both the sensor field of view and the obstacles are modeled as polyhedra. The sensor has a range $R$, which is the maximum distance from the UAV such that the sensor is able to detect obstacles. A sphere of radius $R$ represents the sensor field of view. This sphere is approximated as a cuboid polyhedron, as shown in Fig. 3. The entire sensor field of view is contained inside this main polyhedron. This is a conservative approximation; however, the trajectory terminal position is constrained to be near the sphere surface.

The CG task performs three main processing subtasks on the sensor data. The first task adds a safety margin to the obstacles. In the sequence, these polyhedra are removed from the main polyhedron, creating a safe region. Finally, the safe region is decomposed into convex subregions. Each subregion will have its constraints derived from the halfspace representation of the polyhedron. These tasks are described as follows:

1) Safety Margin: The obstacles are expanded to create a safety margin. The safety margin is added to allow the UAV safely pass near the inflated obstacles. Increasing the obstacles by the UAV size allows us to consider it as a point in the optimal control problem. Thus, the safety margin $D$ is the sum of the largest robot dimension, the maximum error of measurement, and the maximum error of approximation of obstacles as polyhedra. A Minkowski sum of a polyhedron with a sphere of radius $D$ gives the offset polyhedron with its boundaries inflated by $D$. Since this operation would not return a polyhedron, a Minkowski sum of the polyhedron with a cube with side $2 D$ is used as an approximation.
2) Safe region: The safe region is obtained by removing the obstacles polyhedra from the main polyhedron. Fig. 3
shows an example of a safe region with one obstacle inside the main polyhedron.

The creation of the safe region is accomplished by using a regularized set difference operation on the polyhedra since a set difference of two polyhedra would have as a result an open set or a polyhedron without some of its boundaries. The regularized set difference will contain all the polyhedron boundaries. Besides, this operator is defined as the closure of the interior of the normal set difference between 2 polyhedra.

In order to obtain the set difference, we represent the polyhedra as Nef Polyhedra and use the data structures and algorithms from [11]. A Nef polyhedron is defined by [12] as

Definition 1. [12] A Nef Polyhedron in $\mathbb{R}^{n}$ is a point set $P \subset \mathbb{R}^{n}$ generated from a finite number of half-spaces using set complement and intersection operations.

The algorithm stores cells for facets, vertices, edges, and volumes with information about the intersection between them. Labels may be used to mark various features of cells. Binary labels with on/off values indicate if the cell is contained in a polyhedron or not. This information allows the intersection and complement operations. Other operations on sets can be reduced to these operations.
3) Subregion Decomposition: The safe region is usually non-convex, and a function to describe this region is hard to be obtained. The safe region may present other problems:

- The formulated OCP may have many possible valid local minimum solutions that will not be explored by the solver.
- Most modern nonlinear programming (NLP) solvers work more efficiently with all constraints, along with the objective function being twice differentiable, and a safe region usually has edges and corners, which are not twice differentiable. These NLPs can work with numerical derivatives, but the higher numerical errors often make the solver have a slow convergence or not converge.
To deal with these problems, we decompose the safe region into convex polyhedra subregions. These polyhedra will form sets of constraints, one set per polyhedron or subregion. For each subregion, the hyperplane equations of the half-space representation are used as the constraints. These constraints are linear and twice differentiable as in equation $\boldsymbol{A}_{i} \boldsymbol{\xi}_{j}-\boldsymbol{d}_{i} \leq \mathbf{0}$, where $\boldsymbol{\xi}_{j}=\left[\begin{array}{lll}x_{j} & y_{j} & z_{j}\end{array}\right]^{T}$ is $j t h$ position in the discretized trajectory, $\boldsymbol{A}_{i}$ is an $M \times 3$ matrix of constraints of the subregion $i, \boldsymbol{d}_{i}$ and $\mathbf{0}$ are $M \times 1$ column vectors, $M$ is the number of hyperplanes in the polyhedron, and $i=1,2 \ldots N$ with $N$ subregions.

In order to decompose the safe region into convex polyhedra, the algorithm proposed in [13] is used. In a polyhedron, each edge is only shared by two facets. Non-convex polyhedra will have edges where the inner angles with respect to the polyhedron are reflex, or greater than $180^{\circ}$, called notches. In each notch $g_{i}$ with facets $T_{i}$ and $S_{i}$, we cut the polyhedron in two with a facet $R_{i}$ that shares the notch $g_{i}$ as one of their line segments and forms angles with the facets $T_{i}$
and $R_{i}$ that are not reflex. After each cut, we form two new polyhedra by splitting the polyhedron in $R_{i}$. After all notches have been cut, all remaining polyhedra will be convex since all reflex angles have been divided. Fig. 3 shows the safe region decomposed into subregions.

In order to find free paths for the robot, all possible openings are considered as a possible solution. Openings are areas where the sensor detects no obstacle. They are obstaclefree and are possible exits from the safe region. Subregions 1,3 , and 4 of Fig. 4 have openings. For each opening, a path through the subregions is obtained from the current pose to the subregion opening. In order to decide which subregion should be traversed to reach the opening, a graph is created where each subregion is a node, and each edge (a graph's edge) represents the adjacency between subregions. Adjacent subregions share at least part of a plane. A path can be obtained using the Dijkstra shortest path algorithm [14].

This procedure can be better visualized with the output of a planar sensor, but the same can be executed with a 3D sensor output. As an example, Fig. 4 shows a safe region decomposed into convex 2D polyhedra.


Fig. 4. 2D sensor output decomposed into four numbered subregions.
The start subregion is number 1 , which also has an opening. Subregions 3 and 4 also have openings. Fig. 5 shows the adjacency graph.


Fig. 5. Adjacency graph of subregions.
In this case, using a weight of 1 for each edge in the graph, the best possible paths to each opening will be: 1 ; $1 \rightarrow 2 \rightarrow 4$; and $1 \rightarrow 2 \rightarrow 3$. In order to get more direct paths, we estimate the distance to be traversed in each path to use as weights for the graph edges. For each subregion, one reference point is chosen. For each subregion, a convex combination of its vertices is used as a reference point. Using the initial point and the reference points as nodes, the weights for each edge are the distances between each node point.

## D. Nonlinear MPC Strategy

Using the subregion information, a multi-phase OCP is formulated. A multi-phase OCP consists of dividing the trajectory into segments, where the dynamical equations and constraints may be different in each segment. In some
problems, systems change along the trajectory, as the stages of spaceship launch. In other problems a different set of constraints may be needed at each phase. This formulation allows the use of different state constraints in each segment. For each path, the trajectory is divided into $N$ segments, one per subregion that the trajectory has to go through to an opening. Each segment is subject to its respective subregion constraints. Additional constraints are used to ensure continuity of the solution at the transition of one phase to the next.

In order to determine the constraints for each phase, a graph search determines the subregion path from the initial subregion to each opening. For each opening, its constraints are used to formulate one OCP. Since each path can be processed independently, each OCP is formulated and solved in parallel. The solution with the smaller cost is chosen.

## IV. Optimal Control Problem Formulation

In order to use the MPC framework, a multi-phase constrained OCP is formulated as follows

$$
\begin{align*}
\underset{\boldsymbol{x}, \boldsymbol{u}, T_{1}, \ldots, T_{N}}{\operatorname{minimize}} & J  \tag{3}\\
\begin{array}{c}
\text { subject to } \\
\forall i=1, \ldots, N
\end{array} & \dot{\boldsymbol{x}}^{(i)}(t)=\mathscr{V}\left(\boldsymbol{x}^{(i)}(t), \boldsymbol{u}^{(i)}(t)\right)  \tag{4}\\
& \boldsymbol{x}_{\min }^{(i)}(t) \leq \boldsymbol{x}^{(i)}(t) \leq \boldsymbol{x}_{\max }^{(i)}(t)  \tag{5}\\
& \boldsymbol{u}_{\min }^{(i)}(t) \leq \boldsymbol{u}^{(i)}(t) \leq \boldsymbol{u}_{\max }^{(i)}(t)  \tag{6}\\
& \mathscr{G}\left(\boldsymbol{x}^{(i)}(t)\right) \leq 0  \tag{7}\\
& \boldsymbol{x}^{(i)}\left(T_{i-1}\right)=\boldsymbol{x}^{(i-1)}\left(T_{i-1}\right)  \tag{8}\\
& t \in\left[T_{i-1}, T_{i}\right], T_{i-1}<T_{i}  \tag{9}\\
\text { subject to } & \mathscr{F}\left[\boldsymbol{x}^{(N)}\left(T_{N}\right), \boldsymbol{x}^{(0)}\left(T_{0}\right)\right] \leq 0  \tag{10}\\
& T_{0}=0, T_{N}=T_{p} \tag{11}
\end{align*}
$$

where (3) is the cost functional, with one cost per each of the $N$ phases, and a terminal cost. Equations (4) to (9) are the per phase constraint equations. Equations (10) and (11) are constraints to enforce on all phases. (4) are the nonlinear dynamical equations of the UAV, with one set of equations (2) per phase. Equations (5) and (6) are bounds to the states and inputs. Equation (7) is the position constraint to avoid obstacles. To maintain continuity between phases, equations (8) are imposed to ensure a continuous transition. Equation (9) is necessary to enforce the phase instants of times to be monotonically increasing. Equation (10) imposes the initial state to be the current state of the system and imposes a terminal region on the final state. Finally, equation (11) sets the initial time to 0 and the final time of the last phase $T_{N}$ to be equal to the time horizon $T_{p}$. The following sections describe in more detail the cost function and constraints.

## A. Cost Function

The multi-phase cost function of equation (3) is given by

$$
\begin{aligned}
J & =w_{t} T_{p}+\left\|\boldsymbol{x}^{(N)}\left(T_{p}\right)-\boldsymbol{x}_{\text {goal }}\right\|_{\boldsymbol{P}}^{2} \\
& +\sum_{i=1}^{N}\left[\int_{T_{i-1}}^{T_{i}}\left(\left\|\boldsymbol{x}^{(i)}(t)-\boldsymbol{x}_{\text {goal }}\right\|_{\boldsymbol{Q}}^{2}+\left\|\boldsymbol{u}^{(i)}(t)-\boldsymbol{u}_{e q}\right\|_{\boldsymbol{R}}^{2}\right) d t\right] .
\end{aligned}
$$

There is one cost per phase, where it is penalized the energy of states that are far from the final target states ( $\boldsymbol{x}_{\text {goal }}$ ) and the energy of inputs that are far from the equilibrium inputs ( $\boldsymbol{u}_{\boldsymbol{e q}}$ ). The cost of the energy of inputs has two purposes: to avoid or minimize the chance of multiple solutions and to avoid a solution with aggressive inputs. In order to obtain a shorter final time, a cost is used to penalize $T_{P}$ with weight $w_{t}$.

The weighting matrices $\boldsymbol{Q}$ and $\boldsymbol{R}$ can be chosen according to the desired performance. The matrix $\boldsymbol{P}$ is obtained by solving the algebraic Ricatti equation $\boldsymbol{A}^{T} \boldsymbol{P}+\boldsymbol{P} \boldsymbol{A}-$ $\boldsymbol{P} \boldsymbol{B} \boldsymbol{R}^{-1} \boldsymbol{B}^{T} \boldsymbol{P}+\boldsymbol{Q}=\mathbf{0}$, where $\boldsymbol{A}$ and $\boldsymbol{B}$ are the linear state-space representation matrices of the linearized system of equations (2).

## B. Path Constraints

Equation (7) represents the path constraints, which are the subregion constraints. Each subregion constraint is given by $\tilde{\boldsymbol{A}}_{i} \boldsymbol{x}_{i}-\boldsymbol{b}_{i} \leq \mathbf{0}$, where $\tilde{\boldsymbol{A}}=\left[\begin{array}{ll}\boldsymbol{A}_{i} & \mathbf{0}_{M \times 9}\end{array}\right]$.

## C. State Continuity

In order to ensure that the solution will be continuous between phases, the dynamical equation (4) of phase $i-1$ requires that its final state be equal to the initial state of phase $i$, as stated in (8).

## D. Terminal Constraints

In order to ensure that the terminal state is close to the border of the sensor field of view, the following constraints are added

$$
\begin{equation*}
R_{\text {sensor }}-\delta \leq\left\|\xi^{(N)}\left(T_{N}\right)-\boldsymbol{\xi}^{(1)}\left(T_{0}\right)\right\| \leq R_{\text {sensor }} \tag{13}
\end{equation*}
$$

where $\boldsymbol{\xi}^{(i)}(t)=\left[\begin{array}{lll}x^{(i)}(t) & y^{(i)}(t) & z^{(i)}(t)\end{array}\right]^{T}, R_{\text {sensor }}$ is the sensor range, and $\delta$ is a small value to define the terminal region near to the end of the sensor field of view.

When the target position is within the sensor range, the following inequalities are used as terminal constraints.

$$
\begin{equation*}
\boldsymbol{\xi}_{\text {goal }}-\sigma \leq \boldsymbol{\xi}^{(N)}\left(T_{P}\right) \leq \boldsymbol{\xi}_{\text {goal }}+\sigma, \tag{14}
\end{equation*}
$$

where $\sigma$ is a constant that indicates the distance from the goal position in the $x, y$, and $z$ direction that will be in the terminal region. This terminal region constrains the last position $\boldsymbol{\xi}^{(N)}\left(T_{P}\right)$ into a cube with edge size of $2 \sigma$ and with the goal on its center.

## V. Results and Discussion

## A. OCP Solution

At each sample time, the optimal control problem (OCP) (3)-(11) is solved, and the first control signal is applied to the system. In order to solve the OCP, it is used a direct method called HP-adaptive pseudospectral [15], which is used to transcribe the OCP to a nonlinear programming (NLP) problem and then solve with a primal-dual interiorpoint algorithm with a filter line search implemented in IPOPT [16].

The HP-adaptive pseudospectral is a direct collocation method that transcribes a continuous-time OCP into an NLP
problem by approximating states and controls with a variable number of segments of a variable number of polynomial degrees. In this method, the dynamical equations of the system and virtual states are added as differential-algebraic constraints evaluated at the Legendre-Gauss-Radau (LGR) time points. In each segment, the states and controls are sampled at the LGR points using the Lagrange polynomial. The method adaptively changes the number of segments and degrees of the polynomials in order to reach a user-specified tolerance error in the middle of each two LGR points.

The resulting NLP is solved by the IPOPT, which handles large scale non-convex problems with constraints. The basic principle is to iteractively solve a barrier problem for a fixed value of Lagrange multipliers $\mu$ and decreasing the multiplier. Making $\mu$ converge to zero leads to the Karush-Kuhn-Tucker (KKT) conditions of the original problem be satisfied.

## B. Results

Numerical results are obtained using Matlab R2018a and Simulink software. The dynamical model is simulated in Simulink, and the controller is implemented in Matlab using the Casadi [17] toolbox for the formulation of the OCP and for providing exact derivatives and Hessians by performing algorithm differentiation.

Two algorithms of the CGAL (Computational Geometry Algorithms Library) were used, the set difference [18] to remove all obstacles polyhedra from the main polyhedron, and [19] to decompose the safe regions into convex subregions.

The quadrotor model parameters were obtained from [9]: the mass $m$ is 2.24 kg , the distance $l$ from the center of mass to the rotors is 0.332 m , the thrust coefficient $b$ is $9.5 e^{-6} \mathrm{~N} s^{2}$, the drag coefficient $\kappa_{\tau}$ is $1.7 e^{-7} \mathrm{~N}$ $\mathrm{m} s^{2}$, the gravity acceleration $g$ is $9.81 \mathrm{~m} / \mathrm{s}^{2}$, the moments of inertia $I_{x x}, I_{y y}$, and $I_{z z}$ are $0.0363 \mathrm{Kg} \mathrm{m}{ }^{2}$, $0.0363 \mathrm{Kg} \mathrm{m}{ }^{2}$, and $0.0615 \mathrm{Kg} \mathrm{m}{ }^{2}$, respectively. Also, the NMPC was synthesized with the following parameters: $w_{t}=0.1, \delta=0.5, D=2 l+0.1+0.0173$, $\boldsymbol{Q}=\operatorname{diag}\left(\left[\begin{array}{llllll}0.0006 & 0.0006 & 0.0006 & 0.0001 & 0.0001 & 0.0001\end{array}\right.\right.$ $\left.\left.\begin{array}{llllll}0.0025 & 0.0025 & 0.0025 & 0.0006 & 0.0006 & 0.0006\end{array}\right]\right), \boldsymbol{R}=$ $\operatorname{diag}\left(\left[\begin{array}{llll}0.0006944 & 0.0006944 & 0.0006944 & 0.0006944\end{array}\right]\right)$, and The sensor range $R_{\text {sensor }}$ is 30 m . The matrices $\boldsymbol{Q}$ and $\boldsymbol{R}$ are initially chosen according to the Bryson's rule [20], in which each weight is chosen as the inverse of the square of the state or control being weighted. The matrix $\boldsymbol{P}$ is obtained by solving an algebraic Ricatti equation. The obstacle sensor error is 0.1 m , and the noise added to the state measurement was a white noise with maximum vector $\boldsymbol{n}=\left[0.01,0.01,0.01,1.510^{-3}, 1.510^{-3}, 1.510^{-3}\right.$, $\left.510^{-3}, 510^{-3}, 510^{-3}, 210^{-3}, 210^{-3}, 210^{-3}\right]$. The input limits are from 0 to $12 \mathrm{~N}, \phi$ and $\theta$ are limited between $\pm \pi / 2$, and $\psi$ is limited to $\pm \pi$

Fig. 6 to 8 show the simulation results. Fig. 6 illustrates the trajectory of the UAV from the red circle (initial point at $\boldsymbol{\xi}_{0}=\left[\begin{array}{lll}10 & 0 & 10\end{array}\right] \mathrm{m}$ ) to the green one (target point at $\left.\xi_{\text {goal }}=\left[\begin{array}{lll}100 & 0 & 20\end{array}\right] \mathrm{m}\right)$, from which it can be observed that the UAV successfully avoided the obstacles and reached
the terminal region. The terminal region parameter $\sigma$ is set equal to the $l$ parameter of the quadrotor. The orientation of the UAV throughout the trajectory is shown in Fig. 8. In order to obtain the minimum time to reach the target in agreement with the cost functional (12), the quadrotor UAV performed aggressive maneuvers in some segments of the trajectory, requiring the roll angle to reach approximately its bound. This angular motion allowed the UAV to achieve high linear velocities due to the projection of the thrust forces towards the direction of the desired movement. Fig. 9 presents the applied control signals. Due to the minimum time requirement, the optimal control inputs reached their bounds at some periods in order to accomplish the task.


Fig. 6. Trajectory performed by the quadrotor UAV while avoiding the obstacle.


Fig. 7. Position and velocities.

## VI. Conclusion and future works

This work proposed a multi-phase NMPC strategy for a quadrotor UAV in order to reach a target while avoiding obstacles in a 3D unknown environment with static obstacles. This task was required to be performed as fast as possible, taking into account the minimum energy of states and control inputs. Sensor information was used in the multiphase capability in order to obtain feasible trajectories. An obstacle-free region was obtained from sensor information, and obstacles were modeled as polyhedra. The obstacle-free region was then divided into convex polyhedra to provide


Fig. 8. Orientation and angular velocities.


Fig. 9. Control signals - the applied thrusts.
constraints to the NMPC. Simulation results corroborated the proposed NMPC approach successfully.

The simulations are computationally expensive since a highly nonlinear and nonconvex optimization problem is being solved with the addition of linear path constraints. The partitions of the safe region are not optimum, and to the best of our knowledge, there is no algorithm to partition a nonconvex polyhedron into a minimum number of partitions. In cluttered environments, the number of partitions can be large, and the increased number of partitions may increase the computational cost significantly. Thin subregions may difficult the solver to find a feasible solution and decrease the convergence rate of the mesh-refinement algorithm [15]. The mesh-refinement algorithm can solve problems with regions with these characteristics, however the segment in the thin region has to start with a small number of collocated points.

Future works will deal with the implementation of a hardware-in-the-loop simulation using a 3D simulator such as Gazebo. In order to accomplish this goal, other approaches to the optimization, and even parallelization of the code will be considered.
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