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Summary

Time series forecasting is a crucial task with applications across various do-
mains, including finance and healthcare. Conventional methods often grapple
with the complexities of time-varying data, leading to the adoption of deep
learning techniques. However, these approaches tend to be specialized for
particular tasks, resulting in ad-hoc solutions that lack versatility. In this Ph.D.
Thesis, the author presents an innovative framework designed to overcome
these limitations. This framework offers a general-purpose approach, em-
phasizing modularity and customization in each processing step, ensuring
an efficient and effective processing pipeline. To validate the framework’s
practicality, it is applied to real-world domains such as "Industry 4.0" and
"FinTech." This pragmatic approach recognizes the challenges of universal ap-
plication due to the diversity of time series data in different domains. Within
the realm of Industry 4.0, the focus is on Predictive Maintenance (PdM),
with two significant papers presented: The Chapter 4 evaluates various time
series coding techniques, including Recurrence Plot, Gramian Angular Field,
Markovian Transition Field, and Wavelet Transform, combined with im-
age classifiers based on convolutional neural networks (CNNs). The results
demonstrate the superiority of CNNs and the advantages of data augmentation
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techniques, including generative adversarial networks (GANs). The Chap-
ter 5 introduces a deep learning approach for PdM, utilizing a multi-head
attention mechanism. This approach achieves high accuracy in estimating
Remaining Useful Life (RUL) while maintaining low memory requirements,
making it suitable for implementation on equipment hardware. In the realm
of FinTech, the research focuses on investment strategies, particularly stock
market prediction, with two significant papers: The Chapter 6 introduces
a framework that leverages historical data and user-generated content from
Online Social Networks (OSNs) to enhance stock forecasting. The study high-
lights the importance of analyzing content from multiple OSNs and explores
the influence of text data from Twitter and Reddit on stock prediction. The
Chapter 7 addresses various research questions related to the impact of social
and news data on the stock market. It conducts a benchmarking of machine
learning and deep learning forecasting models, emphasizing the correlation
between market and social/news data for specific stocks. In summary, this
Ph.D. Thesis contributes a versatile framework for time series forecasting,
validated in diverse real-world contexts, and sheds light on key considerations
for enhancing analysis and prediction. The research underscores the potential
of deep learning and user-generated content from OSNs in improving stock
market forecasting.



Part I

Time Series forecasting
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Time Series modeling represents a dynamically evolving field of research
that has captured the attention of the scholarly community over recent decades
[1]. The central objective of Time Series modeling is to meticulously gather,
analyze, and investigate historical data in order to construct a suitable model
that encapsulates the inherent structure of the temporal sequence [2]. This
resultant model is subsequently leveraged to elucidate the underlying patterns
within the Time Series and to project future values—a process commonly
referred to as forecasting. Time Series forecasting stands as one of the most
pervasive and widely employed tasks in the realm of learning [3]. On a daily
basis, businesses harness Time Series forecasting to cater to a diverse spectrum
of applications, encompassing the prediction of daily stock prices, fluctuations
in foreign currency exchange rates, and the anticipation of unemployment
rates [4, 5]. Meteorologists, in a similar vein, employ this technique to
approximate wind speeds, daily temperature extrema, and precipitation levels
[6, 7].

These myriad applications, among others, underscore the profound signif-
icance of Time Series analysis and the critical role played by accurate future
estimations. Such estimations prove pivotal for businesses to effectively pre-
pare for potential surges or dips in sales, thereby enabling proactive strategies,
or to avert potential disasters through the interpretation of meteorological
data.

Time Series forecasting, essentially, entails the thoughtful projection of
future trends based on meticulous retrospective analysis. Given the indis-
pensable nature of this task across a multitude of domains, including finance,
meteorology, commerce, and the sciences, devising an appropriate model
to conform to and subsequently predict the temporal sequence is far from
a straightforward endeavor [8]. The uniqueness of each signal or sequence,
with its distinct properties and dependencies on exogenous parameters, poses
a challenge in accurately encapsulating it within a model.
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Over the passage of time, a wealth of research endeavors and model for-
mulations have been proposed by academics, statisticians, and economists
alike, all aimed at augmenting the precision of predictive forecasting. Conse-
quently, a spectrum of Time Series models has been developed and refined,
although the copiousness of available models does not inherently translate
into universal applicability [9]. Notably prevalent and enduring are statistical
models like AutoRegressive Integrated Moving Average (ARIMA) and Expo-
nential Smoothing (ES), alongside machine learning regression models, when
suitably adapted for Time Series, such as Support Vector Regression (SVR)
[10, 11]. However, in recent years, Deep Neural Networks (DNNs) have
increasingly exhibited competitiveness vis-à-vis traditional methodologies,
extending their potential for versatility beyond the aforementioned models.
DNNs hold the capacity to accommodate a wide array of exogenous data,
enriching the insights furnished by Time Series analysis [12].

Figure 1: An example of a time series relating the number of monthly visitors
to Yellowstone Park (USA) and the recorded environmental temperature, at
several different times of the year.



1
Introduction to Time Series forecasting

Time series forecasting presents a distinct challenge compared to traditional
regression tasks—temporal order. The sequential nature of data introduces
a significant constraint for estimators striving to create a robust, enduring
model. Patterns within the data may emerge temporarily and then vanish,
or the entire data distribution might undergo changes. This challenge is
particularly evident in stock price prediction, where regulatory shifts can
fundamentally alter market behavior, presenting a substantial obstacle to
accurate predictions in future periods (as illustrated in Figure 1.1).

Within the realm of time series analysis, the central aim is forecasting,
a process rooted in the fundamental principle of leveraging historical data
to predict future events [13]. The most suitable model, which accurately
captures the underlying data patterns, forms the basis for making future
predictions based on past observations. A forecasting model provides a
functional representation that illuminates the behavior of a time series, serving
as the framework for generating predictions.

A time series represents an ordered sequence of data points, typically
measured over consecutive time intervals. In mathematical terms, it can be ex-
pressed as a set of vectors x(t), where t = 0,1,2, . . . signifies the elapsed time
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Figure 1.1: A pratical example of changes in data distribution: Stock prices.
Market variation given by multiple factors (internal or external) is a strong
obstacle to the accuracy of future forecasting.

Figure 1.2: An example of Time Series Prediction: Predicting future sales,
based on past historical observations.
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[14, 15]. Each variable x(t) is regarded as a stochastic variable. Importantly,
the data points in a time series follow a systematic chronological order [2].

When a time series consists of records related to a single variable, it falls
under the category of an univariate time series. Conversely, when the data
includes records of multiple variables, it is referred to as a multivariate time
series.

An univariate time series comprises a sequence of observations or data
points recorded at regular time intervals, where each data point corresponds
to a single variable [16]. In simpler terms, it involves a single stream of data
points arranged in chronological order. This type of time series captures the
temporal evolution of a single phenomenon or variable of interest. Analyzing
univariate time series entails exploring patterns, trends, and dependencies
within the data to gain insights and make predictions about its future behavior.

Within the domain of univariate time series, two primary categories of
variables are relevant:

• Endogenous Variables: These encompass past values of the time series
itself, forming a vital component in forecasting model construction.

• Exogenous Variables: Also known as explicative variables, these exter-
nal factors are intrinsically linked to the time series value and exhibit
correlation. Exogenous variables should ideally exhibit deterministic
attributes, such as calendar-related data. It is imperative to ensure de-
terminism to avert the scenario of utilizing other time series to predict
the very series under consideration—a characteristic often observed in
multivariate time series forecasting scenarios.

A multivariate time series, in contrast, comprises a set of observations
recorded over time, with each observation containing multiple variables or
attributes. In this context, each time point is represented by a vector of values,
capturing the evolution of several interconnected variables simultaneously.
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Figure 1.3: Representation of an Univariate and Multivariate Time Series.

Multivariate time series data often arise in situations where different vari-
ables are influenced by and interact with one another, resulting in intricate
interdependencies. Analyzing multivariate time series entails investigating
the relationships and interplay among these variables to comprehend their
collective behavior and make predictions about future developments.

To summarize, the distinction between univariate and multivariate time
series hinges on the number of variables considered at each time point. Uni-
variate time series focuses on the temporal evolution of a single variable,
whereas multivariate time series involves the concurrent monitoring of multi-
ple interlinked variables over time.

Time series data comprises a sequential collection of observations denoted
as xt , recorded at discrete time points t. In the context of discrete time series,
these time points belong to a set T with t ∈ T . Conversely, if observations
are continuously measured over a time interval, they are referred to as a
continuous time series [17].

Moreover, it is possible to transition from a continuous time series to
a discrete one by aggregating data over predefined time intervals. This
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Figure 1.4: Time series related to the sales of a generic retail store.

transformation simplifies the continuous time series into a discrete form,
making it more suitable for analysis and interpretation.

Time series data can be dissected into distinct components that capture
specific underlying patterns [18]. These components include:

• Tt : The trend, representing persistent ascending or descending values.

• St : The seasonality, encompassing recurring short-term cycles with a
predefined frequency.

• Ct : Cycles, akin to seasonality but characterized by less precise period-
icity, often spanning durations exceeding two years.

• Rt : The residual component, encapsulating residual fluctuations.

Under the assumption of additive decomposition, the original time series
can be expressed as the sum of its components, as shown in the equation:

yt = Tt +St +Ct +Rt (1.1)
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Figure 1.5: Decomposition of the time series in the figure 1.4.

The additive decomposition is suitable when the magnitude of fluctua-
tions around the trend or the scale of seasonal variations aligns with the level
(anticipated value) of the time series. However, situations where such align-
ment is not maintained require a different approach known as multiplicative
decomposition, defined as:

yt = Tt ·St ·Ct ·Rt (1.2)

The multiplicative model assumes that the four constituent elements of
a time series may have interdependencies, with their influences capable of
interacting. In contrast, the additive model treats the four components as
independent entities.

It’s worth noting that in various decomposition techniques, the cyclical
component is intertwined with the trend, highlighting the complex interplay
between these constituents.

Residual or irregular fluctuations within a time series result from un-
foreseeable factors that lack a consistent pattern or repetitive nature. These
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variations stem from events such as conflicts, labor strikes, earthquakes,
floods, revolutions, and other unpredictable occurrences. These irregular in-
fluences cannot be quantified using conventional statistical methods designed
for time series analysis.

Time series data can be categorized based on various classification criteria
[19]. In this context, we will focus on Time Dependency and Stationarity.

Time dependency refers to the influence of previous values on newly
observed data points within the recorded variable or phenomenon. This
distinction leads to the classification of time series into two categories:

• Long-term Memory Time Series

• Short-term Memory Time Series

Long-term Memory Time Series are characterized by a gradual decline
in their auto-correlation function, indicating a prolonged change in behavior.
These instances are often found in meteorological and geological data, with a
notable example being the gradual evolution of mean planetary temperatures.

On the other hand, Short-term Time Series represent processes with rapid
changes, and their auto-correlation function decreases quickly as the temporal
distance from the present increases. This rapid decrease in correlation with
time underscores their distinct nature. Financial data, such as stock prices,
serves as a classic example of such time series.

Transitioning to the second classification criterion, Stationarity, a distinc-
tion is made between:

• Stationarity Time series

• Non-Stationarity Time series

Stationary Time Series represent processes characterized by statistical proper-
ties like mean and variance that remain unaffected by temporal fluctuations. In
contrast, time series that deviate from this conventional description are labeled
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Figure 1.6: Distinct examples of different patterns of time series, starting
from the top, from right to left: Short-Term, Long-Term, Stationary and Non-
Stationary.

as Non-Stationary. Non-Stationary time series are frequently encountered
in domains such as finance and retail. To tackle the forecasting challenges
posed by Non-Stationary Time Series, a preprocessing approach is essential.
This approach involves employing a variety of techniques to transform these
processes into stationary ones, ultimately enhancing predictive accuracy.

1.1 From conventional statistical models torward
Deep Neural Networks

In the previous Chapter 1, a comprehensive exploration of fundamental as-
pects related to time series modeling and forecasting was undertaken. The
significance of selecting an appropriate model was emphasized, as it plays a
pivotal role in unveiling the inherent structure of the time series, forming the
basis for future predictions. Time series models are broadly categorized as
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Figure 1.7: The figure describes the Box-Jenkins principle, it is based on 4
steps: i) Identification ii) Estimation iii) Diagnostic and iv) Forecasting

either Linear or Non-Linear, depending on whether the current value of the se-
ries is a linear or non-linear function of past observations. Within the realm of
time series data, a multitude of model forms exist [20], encompassing diverse
Stochastic and Deterministic processes. In this landscape, two prominently
employed linear time series models have garnered considerable attention: the
Autoregressive (AR) and Moving Average (MA) models. Combining elements
from these two paradigms, the Autoregressive Moving Average (ARMA) and
Autoregressive Integrated Moving Average (ARIMA) models were introduced.
To address seasonal time series forecasting, a variation of ARIMA, known as
the Seasonal Autoregressive Integrated Moving Average (SARIMA) model,
proves invaluable. The ARIMA model and its various derivations adhere to
the Box-Jenkins principle, earning them the collective moniker of Box-Jenkins
models, as illustrated in Figure 1.7.
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In the realm of time series modeling, linear models have garnered promi-
nence owing to their relative simplicity in terms of interpretation and im-
plementation. However, it is worth noting that many real-world time series
exhibit non-linear patterns. For instance, as highlighted by [21], non-linear
models prove to be more suitable for forecasting volatility changes in eco-
nomic and financial time series. Consequently, a spectrum of non-linear
models has been proposed, including the widely recognized Autoregressive
Conditional Heteroskedasticity (ARCH) model and its derivatives such as Gen-
eralized ARCH (GARCH) and Exponential Generalized ARCH (EGARCH)
models.

The time series forecasting field has also embraced the Deep Neural
Networks (DNNs) approach, which has gained substantial traction in recent
years. This is evident in the following queries conducted on Scopus, focusing
on papers published in the field of Time Series Prediction utilizing DNN-based
methodologies. In particular, the following query in Scopus was employed:

TITLE-ABS-KEY ( time AND series AND forecasting AND deep AND
learning ) AND PUBYEAR > 2006 AND PUBYEAR < 2024 AND ( LIMIT-
TO ( DOCTYPE , "ar" ) OR LIMIT-TO ( DOCTYPE , "cp" ) OR LIMIT-
TO ( DOCTYPE , "cr" ) OR LIMIT-TO ( DOCTYPE , "ch" ) OR LIMIT-
TO ( DOCTYPE , "re" ) ) AND ( LIMIT-TO ( EXACTKEYWORD , "Time
Series" ) OR LIMIT-TO ( EXACTKEYWORD , "Forecasting" ) OR LIMIT-TO
( EXACTKEYWORD , "Deep Learning" ) OR LIMIT-TO ( EXACTKEYWORD ,
"Time Series Forecasting" ) OR LIMIT-TO ( EXACTKEYWORD , "Time Series
Analysis" ) OR LIMIT-TO ( EXACTKEYWORD , "Machine Learning" ) OR
LIMIT-TO ( EXACTKEYWORD , "Deep Neural Networks" ) OR LIMIT-TO
( EXACTKEYWORD , "Times Series" ) OR LIMIT-TO ( EXACTKEYWORD
, "Time Series Prediction" ) OR LIMIT-TO ( EXACTKEYWORD , "Neural
Networks" ) OR LIMIT-TO ( EXACTKEYWORD , "Time-series Data" ) OR
LIMIT-TO ( EXACTKEYWORD , "Long Short-term Memory" ) )
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Document type
Article 3,278

Conference paper 2,367
Book chapter 64

Review 56
Total 5,765

Table 1.1: Summary of the type of documents retrieved on Scopus. A screen-
ing of the title and abstract of the papers was performed.
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Figure 1.8: Papers published by year indexed on Scopus: we can say that the
interest of the Scientific community in wanting to propose prediction models
based on DNNs is registered from the year 2017.
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Figure 1.9: This plot shows the Top sources in terms of published papers in
the field of time series prediction with Deep approaches.
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Documents by type

Article (56.0%)

Conference Pape... (38.4%)

Conference Revi... (3.3%)

Book Chapter (1.3%)

Review (0.9%)

Copyright © 2023 Elsevier B.V. All rights reserved. Scopus® is a registered trademark of Elsevier B.V.

Figure 1.10: In this plot, on the other hand, we look at the types of articles
published; we see that 56% are journal articles while around 38% are confer-
ence papers.
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Documents by subject area
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Other (10.1%)

Copyright © 2023 Elsevier B.V. All rights reserved. Scopus® is a registered trademark of Elsevier B.V.

Figure 1.11: Finally, in the pie chart it is possible to observe the papers
published according to the subject area, it is shows that more than 50% are
from the Computer Science and Engineering area.
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In the realm of artificial intelligence, Deep Neural Networks (DNNs) have
emerged as a technology aiming to mimic human brain intelligence within
machines [22, 23]. Similar to the human brain, DNNs excel at identifying
intricate patterns within input data, learning from their experiences, and sub-
sequently generating generalized outcomes based on acquired knowledge.
While they draw inspiration from biological systems, DNNs have found di-
verse applications, with a particular emphasis on forecasting and classification
tasks [24, 25].

The appeal of DNNs in time series analysis and prediction can be at-
tributed to several key features:

Firstly, Deep Neural Networks (DNNs) are data-driven and adaptive in na-
ture [26]. They do not necessitate a predefined model structure or assumptions
about the data distribution. Instead, they dynamically adapt the model based
on the inherent characteristics of the data. This adaptability proves invaluable
in scenarios where theoretical guidance about data generation processes is
lacking.

Secondly, DNNs inherently incorporate non-linearity, making them highly
effective at capturing complex data patterns. This sets them apart from
traditional linear methodologies like ARIMA [27]. Numerous instances
demonstrate the superior analytical and forecasting capabilities of DNNs
compared to linear models.

Finally, as elucidated by [28], DNNs serve as universal function approxi-
mators. Research has shown that neural networks can approximate continuous
functions with any desired level of accuracy. DNNs leverage parallel pro-
cessing to approximate a wide range of functions with exceptional precision.
Moreover, they excel in handling scenarios involving erroneous, incomplete,
or fuzzy input data [29].

In this section, a theoretical foundation of the stochastic and deterministic
models commonly used in state-of-the-art time series prediction is provided,
with a brief mention of the operation of DNNs, particularly Recurrent Neural
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Figure 1.12: Example of a generic Deep Neural Network (DNN), unlike an
Artificial Neural Network (ANN), it has more than one hidden layer.

Networks (RNNs). Detailed discussions about specific architectures are
deferred to subsequent chapters (II and III).

1.1.1 Stochastic-based models

AR The Autoregressive (AR) model is a fundamental time series forecasting
approach that predicts a variable’s future value based on its past values. In
this model, the current time series value is regarded as a linear combination
of its preceding values, often referred to as "lags."

Mathematically, an AR(p) model of order p is expressed as:

xt = c+φ1xt−1 +φ2xt−2 + . . .+φpxt−p + εt

Here:

• xt denotes the time series value at time t.

• c is a constant term.
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• φ1,φ2, . . . ,φp are autoregressive coefficients that indicate the impact of
past values on the current one.

• εt represents white noise or random error at time t, accounting for
unexplained variability and randomness.

The AR(p) model captures linear relationships between the current time
series value and its lagged values up to order p, providing insights into
temporal dependencies within the data.

MA The Moving Average (MA) model is another fundamental time series
forecasting technique that focuses on modeling the relationship between
the current value of a variable and its past forecast errors, also known as
"residuals."

In an MA(q) model of order q, the current time series value is represented
as a linear combination of the most recent q forecast errors, often referred to
as "lags of residuals."

Mathematically, an MA(q) model is defined as:

xt = µ + εt +θ1εt−1 +θ2εt−2 + . . .+θqεt−q

Here:

• xt signifies the time series value at time t.

• µ is the mean or intercept term.

• εt stands for white noise or random error at time t.

• θ1,θ2, . . . ,θq are coefficients that determine the influence of past fore-
cast errors on the current value.

• εt−1,εt−2, . . . ,εt−q represent past forecast errors.
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The MA(q) model captures dependencies between the current value and
recent forecast errors, which are assumed to be white noise. It is particularly
effective in capturing short-term fluctuations or shocks in time series data.

ARMA The Autoregressive Moving Average (ARMA) model combines the
Autoregressive (AR) and Moving Average (MA) concepts to create a versatile
time series forecasting model that encompasses both the linear relationship
between past values and the influence of past forecast errors.

An ARMA(p,q) model, with order p for the autoregressive component
and q for the moving average component, is defined as:

xt = c+φ1xt−1 +φ2xt−2 + . . .+φpxt−p +εt +θ1εt−1 +θ2εt−2 + . . .+θqεt−q

Here:

• xt represents the time series value at time t.

• c is a constant term.

• φ1,φ2, . . . ,φp are autoregressive coefficients that determine the impact
of past values on the current value.

• εt is the white noise term or random error at time t.

• θ1,θ2, . . . ,θq are coefficients that determine the influence of past fore-
cast errors on the current value.

• εt−1,εt−2, . . . ,εt−q represent past forecast errors.

The ARMA model integrates lagged values of the time series and past
forecast errors to create a comprehensive forecasting model. The Autoregres-
sive component captures temporal dependencies, while the Moving Average
component accounts for the influence of past forecast errors. It is particularly



1.1 From conventional statistical models torward Deep Neural Networks |
25

useful for capturing both short-term fluctuations and the overall temporal
structure of time series data.

ARIMA The Autoregressive Integrated Moving Average (ARIMA) model
is a powerful and widely used time series forecasting model that combines the
Autoregressive (AR), differencing (I), and Moving Average (MA) components
to handle both trend and seasonality in time series data.

An ARIMA(p,d,q) model consists of three primary components:

1. Autoregressive (AR) component of order p.

2. Differencing (I) component of order d.

3. Moving Average (MA) component of order q.

Mathematically, an ARIMA(p,d,q) model can be defined as:

(1−φ1B−φ2B2−. . .−φpBp)(1−B)dxt = c+(1+θ1B+θ2B2+. . .+θqBq)εt

Here:

• xt represents the value of the time series at time t.

• c is a constant term.

• φ1,φ2, . . . ,φp are the autoregressive coefficients that determine the im-
pact of the previous values on the current value.

• d represents the order of differencing, which helps in making the time
series stationary.

• B is the backshift operator, where Bxt = xt−1.

• θ1,θ2, . . . ,θq are the coefficients that determine the impact of the past
forecast errors on the current value.
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• εt is the white noise term (random error) at time t.

The ARIMA model effectively captures short-term dependencies, tempo-
ral structure, trend, and seasonality within time series data. The autoregressive
and moving average components capture linear relationships with past val-
ues and forecast errors, while differencing addresses trend and seasonality,
ensuring stationarity.

The ARIMA model is particularly useful for handling time series data
with trend and seasonality while maintaining flexibility to model various data
patterns.

SARIMA The Seasonal Autoregressive Integrated Moving Average
(SARIMA) model extends the ARIMA model to address time series data with
seasonal patterns. SARIMA combines Autoregressive (AR), Differencing
(I), Moving Average (MA), and their seasonal counterparts to capture both
temporal structure and seasonality.

The SARIMA(p,d,q)(P,D,Q)s model consists of three components for the
non-seasonal part:

1. Autoregressive (AR) component of order p.

2. Differencing (I) component of order d.

3. Moving Average (MA) component of order q.

Additionally, it includes three seasonal components for the seasonal part:

1. Seasonal Autoregressive (SAR) component of order P.

2. Seasonal Differencing (SI) component of order D.

3. Seasonal Moving Average (SMA) component of order Q.

Mathematically, the SARIMA(p,d,q)(P,D,Q)s model can be defined as:
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(1−φ1B−φ2B2− . . .−φpBp)(1−B)d(1−Φ1Bs−Φ2B2s− . . .−ΦPBP·s)

(1−Bs)Dxt =

c+(1+θ1B+θ2B2 + . . .+θqBq)(1+Θ1Bs +Θ2B2s + . . .+ΘQBQ·s)εt

Here:

• xt represents the time series value at time t.

• c is a constant term.

• φ1,φ2, . . . ,φp are autoregressive coefficients for the non-seasonal part.

• d represents the order of non-seasonal differencing.

• B is the backshift operator.

• Φ1,Φ2, . . . ,ΦP are autoregressive coefficients for the seasonal part.

• D represents the order of seasonal differencing.

• θ1,θ2, . . . ,θq are coefficients for the non-seasonal moving average part.

• Θ1,Θ2, . . . ,ΘQ are coefficients for the seasonal moving average part.

• s is the seasonal period, indicating the number of time steps in a season
(e.g., s = 12 for monthly data with yearly seasonality).

The SARIMA model excels in capturing short-term temporal relationships
and longer-term seasonality present in time series data. The appropriate values
for orders p, d, q, P, D, and Q are determined through statistical techniques
like AIC or BIC. SARIMA is essential for forecasting time series data with
recurring seasonal patterns.
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Seasonality Stationarity Non-Stationarity
AR N Y N
MA N Y N

ARMA N Y N
ARIMA N Y Y

SARIMA Y Y Y

Table 1.2: Brief summary of the Auto-Regressive models analyzed (Y:Yes;
N:No).

ARCH The Autoregressive Conditional Heteroskedasticity (ARCH) model
is a statistical approach used for predicting time series data with varying
levels of volatility or variance. It addresses the concept of heteroskedasticity,
where the variability of error terms changes over time.

The ARCH model concentrates on modeling the conditional variance of
the time series, implying that the variance of the error term at a given time
depends on previous observations of the time series.

In mathematical terms, an ARCH(p) model can be expressed as:

εt = σtzt

σ
2
t = α0 +α1ε

2
t−1 +α2ε

2
t−2 + . . .+αpε

2
t−p

Here:

• εt denotes the error term at time t.

• σ2
t represents the conditional variance of the error term at time t.

• zt is a white noise term with a mean of zero and a variance of one.

• α0,α1, . . . ,αp are the parameters of the ARCH model.

• εt−1,εt−2, . . . ,εt−p are past error terms.
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The ARCH model accounts for changing volatility in the time series by
adjusting the conditional variance based on past squared error terms. This
adaptability is crucial for handling time series data with varying volatility
levels.

GARCH The Generalized Autoregressive Conditional Heteroskedasticity
(GARCH) model is an extension of the ARCH model that offers a more flexi-
ble and advanced approach to modeling time series data with varying volatility.
Similar to the ARCH model, the GARCH model centers on capturing the
conditional variance of the time series.

The GARCH model introduces lagged values of both the conditional
variance and squared past error terms to better capture the dynamics of
changing volatility. It accommodates both short-term and long-term effects
on the conditional variance.

The GARCH(p, q) model can be defined as:

εt = σtzt

σ
2
t = ω +

p

∑
i=1

αiε
2
t−i +

q

∑
j=1

β jσ
2
t− j

Here:

• εt represents the error term at time t.

• σ2
t represents the conditional variance of the error term at time t.

• zt is a white noise term with a mean of zero and a variance of one.

• ω is a constant term.

• α1,α2, . . . ,αp are the autoregressive coefficients for squared past error
terms.
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• εt−1,εt−2, . . . ,εt−p are squared past error terms.

• β1,β2, . . . ,βq are the moving average coefficients for past conditional
variances.

• σ2
t−1,σ

2
t−2, . . . ,σ

2
t−q are past conditional variances.

The GARCH model enhances the ARCH model by considering both
squared past error terms and past conditional variances in calculating the
conditional variance at each time step. This approach allows the GARCH
model to capture the persistence of volatility changes over time, making it
suitable for time series data with complex volatility patterns.

EGARCH The Exponential Generalized Autoregressive Conditional Het-
eroskedasticity (EGARCH) model is an extension of the GARCH model that
accommodates asymmetric effects of positive and negative shocks on the
conditional volatility of a time series. The EGARCH model is particularly
effective at capturing the phenomenon of leverage, where negative shocks
tend to increase volatility more than positive shocks of the same magnitude.

Mathematically, an EGARCH(p, q) model can be defined as:

εt = σtzt

log(σ2
t ) = ω +

p

∑
i=1

αi

(∣∣∣∣ εt−i

σt−i

∣∣∣∣−
√

2
π

)
+

q

∑
j=1

β j log(σ2
t− j)

Here:

• εt represents the error term at time t.

• σ2
t represents the conditional variance of the error term at time t.

• zt is a white noise term with a mean of zero

and a variance of one.
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• ω is a constant term.

• α1,α2, . . . ,αp are the autoregressive coefficients for asymmetric effects.

• εt−1,εt−2, . . . ,εt−p are past error terms.

• β1,β2, . . . ,βq are the moving average coefficients for past conditional
log-variances.

• log(σ2
t−1), log(σ2

t−2), . . . , log(σ2
t−q) are past conditional log-variances.

The distinctive feature of the EGARCH model is its inclusion of the
absolute values of past standardized errors ( εt−i

σt−i
) in the conditional variance

equation. This allows the model to effectively capture the asymmetric re-

sponse of volatility to positive and negative shocks. The term
√

2
π

is included
to maintain the stability of the conditional variance equation.

The EGARCH model’s capability to model asymmetric volatility dynam-
ics makes it a valuable tool for accurately modeling and forecasting time
series data with these characteristics.

In general, models from the GARCH family are particularly useful for
financial time series data, where negative shocks often lead to larger increases
in volatility compared to positive shocks of the same magnitude.

The selection of appropriate orders (p, d, q, P, D, and Q) for these models
depends on the data’s characteristics and can be determined using statistical
techniques like the Akaike Information Criterion (AIC) or the Bayesian
Information Criterion (BIC).

1.1.2 Deterministic-based models

In this section, deterministic time series forecasting models are introduced:

SES The Simple Exponential Smoothing (SES) model is a fundamental
time series forecasting model used for short-term predictions. It is ideal for
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time series data with a constant level and no significant trends or seasonality.
The SES model calculates the forecast for the next period as a weighted
average of the most recent observation and the previous forecast. These
weights decrease exponentially as observations move further into the past,
with more emphasis on recent data.

The formula for the SES model is represented as:

ŷt+1 = α · yt +(1−α) · ŷt

Where: - ŷt+1 is the forecast for the next period. - yt is the observed value
at time t. - ŷt is the forecast at time t. - α is the smoothing parameter (smooth-
ing factor) that controls the weight assigned to the most recent observation,
with a range between 0 and 1.

The SES model emphasizes recent observations, with the parameter α

determining the extent of this emphasis. A smaller α assigns more weight to
past forecasts, resulting in a smoother and less responsive forecast, whereas
a larger α gives more weight to the most recent observation, resulting in a
more responsive forecast.

SES is suitable for relatively stable time series data with minimal trends
or seasonality. It provides a simple method for generating short-term fore-
casts, making it a valuable starting point for forecasting tasks. However, its
simplicity may limit its effectiveness for more complex time series patterns.

DES Holt’s Linear Trend model, also known as Double Exponential Smooth-
ing (DES), extends SES by incorporating a linear trend component. It is
designed for time series data with both a level component and a linear trend
over time. The model introduces two smoothing parameters: one for the level
(α) and another for the trend (β ). It captures the current level and the rate of
change in the time series, and forecasts the next period based on the current
level and trend.
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The mathematical representations for Holt’s Linear Trend model are as
follows:

Level equation

Lt = α · yt +(1−α) · (Lt−1 +Tt−1)

Trend equation

Tt = β · (Lt−Lt−1)+(1−β ) ·Tt−1

Forecast equation
ŷt+1 = Lt +Tt

Where:

• Lt is the estimated level at time t.

• Tt is the estimated trend at time t.

• yt is the observed value at time t.

• ŷt+1 is the forecast for the next time period.

• α is the smoothing parameter for the level, which determines the weight
assigned to the most recent observation.

• β is the smoothing parameter for the trend, which determines the weight
assigned to the estimated trend.

Similar to SES, the choice of α and β influences the weight given to recent
observations and trends, respectively. Adjusting these parameters allows the
model to react more quickly or slowly to changes in the data. Holt’s Linear
Trend model is suitable for time series data with a consistent trend component
but may not perform well with nonlinear trends or seasonality.
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TES The Triple Exponential Smoothing (TES) model, also known as the
Holt-Winters Exponential Smoothing model, extends Holt’s Linear Trend by
incorporating components for level, trend, and seasonality. It is appropriate
for time series data with level, trend, and seasonal patterns. TES introduces
three smoothing parameters: one for the level (α), one for the trend (β ), and
one for the seasonal component (γ).

The mathematical representations for the TES model are as follows:
Level equation

Lt = α · (yt−St−m)+(1−α) · (Lt−1 +Tt−1)

Trend equation

Tt = β · (Lt−Lt−1)+(1−β ) ·Tt−1

Seasonal equation

St = γ · (yt−Lt)+(1− γ) ·St−m

Forecast equation

ŷt+h = Lt +h ·Tt +St−m+h

Where:

• Lt is the estimated level at time t.

• Tt is the estimated trend at time t.

• St is the estimated seasonal component at time t.

• yt is the observed value at time t.

• ŷt+h is the forecast for time t + h, where h represents the forecast
horizon.
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Trend Seasonality Multiplicative Seasonality
SES Y N N
DES Y N N
TES Y Y Y

Table 1.3: Brief summary of the Exponential-Smoothing models analyzed
(Y:Yes; N:No)

• m is the number of seasons (seasonal periods) in a cycle.

• α is the smoothing parameter for the level.

• β is the smoothing parameter for the trend.

• γ is the smoothing parameter for the seasonal component.

The TES model accounts for interactions between the level, trend, and
seasonality, allowing it to capture more complex patterns in the data. It
is particularly useful for time series data with seasonality that repeats at
regular intervals. However, TES may not perform well with data exhibiting
irregular or changing patterns. Smoothing parameters (α , β , and γ) are
typically estimated using optimization techniques to minimize forecast errors
on historical data.

1.1.3 Deep-based models

Stochastic models, Deterministic models and DNNs are three prominent
methodologies for time series forecasting. However, each approach possesses
distinct limitations that researchers and practitioners must carefully consider
when selecting the most appropriate methodology [30].

Stochastic Models: Stochastic models, often grounded in statistical methods,
have been extensively employed for time series forecasting. These mod-
els assume a probabilistic distribution governing the data generation pro-
cess. Notable stochastic models encompass ARIMA (AutoRegressive
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Integrated Moving Average), GARCH (Generalized AutoRegressive
Conditional Heteroskedasticity), and state space models.

Nevertheless, stochastic models entail several limitations [31]:

1. Assumption Rigidity: Stochastic models frequently impose strict
distributional assumptions on the data, which may not hold true
in real-world scenarios. Violations of these assumptions can lead
to suboptimal forecasting outcomes.

2. Complex Pattern Representation: Stochastic models may strug-
gle to capture intricate temporal patterns, particularly when con-
fronted with nonlinear relationships or intricate interactions.

3. Feature Engineering Demands: Stochastic models often ne-
cessitate manual feature engineering, a process that can be time-
intensive and might inadvertently overlook relevant data features.

4. Memory Constraints: Stochastic models usually incorporate
only a finite history of past observations, potentially neglecting
significant long-term dependencies.

Deterministic Models: Deterministic models, exemplified by Exponential
Smoothing, offer an alternative paradigm for time series forecasting.
These models emphasize capturing patterns through weighted aver-
ages of past observations, while incorporating trend and seasonality
components.

However, deterministic models also present limitations [32]:

1. Sensitivity to Initialization: Exponential Smoothing models can
be sensitive to initial parameter choices, potentially leading to
divergent forecasts with slight variations in initialization.

2. Pattern Complexity: These models might struggle to capture
intricate and nonlinear patterns inherent in certain datasets.
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Figure 1.13: Architectures of Recurrent Neural Networks (RNNs), starting
with Vanilla-RNN, and then exploring Long Short Term Memory and Gated
Recurrent Unit (GRU).

3. Limited Long-term Dependencies: Deterministic models often
prioritize short-term dependencies, potentially missing out on
capturing longer-term trends and dependencies.

Deep Neural Networks: Deep neural networks, specifically Recurrent Neu-
ral networks (RNNs) and their variations like Long Short-Term Memory
(LSTM) and Gated Recurrent Unit (GRU), have garnered attention for
time series forecasting due to their proficiency in learning intricate
temporal relationships [33]. In particular, they are specifically designed
to handle sequential data. RNNs possess feedback connections that
allow them to maintain a form of memory about previous time steps,
while LSTMs enhance this by incorporating gating mechanisms that
control the flow of information through the network’s memory cells.
These architectures are adept at modeling and remembering depen-
dencies over long sequences, making them well-suited for time series
prediction tasks [34].

A Recurrent Neural Network (RNN) is a type of neural network ar-
chitecture designed to process sequences of data while maintaining a
memory of previous elements in the sequence. This memory enables
RNNs to capture temporal dependencies and patterns in sequential data,
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Figure 1.14: Simple RNN unit

making them well-suited for tasks like natural language processing,
speech recognition, and time series analysis [35–37].

The core idea behind an RNN is the introduction of hidden states that
store information about previous elements in the sequence. At each
time step t, the RNN takes as input the current element of the sequence
xt and the previous hidden state ht−1, and produces an output yt and an
updated hidden state ht . This hidden state ht serves as a memory that
encodes information from past time steps and influences the network’s
predictions at the current time step [38].

The computations in an RNN can be described as follows:

Input to Hidden State:

ht = activation(Whxxt +Whhht−1 +bh)

where:

• ht is the hidden state at time step t.

• xt is the input at time step t.
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• Whx is the weight matrix for the input-to-hidden transformation.

• Whh is the weight matrix for the hidden-to-hidden transformation.

• bh is the bias term for the hidden state transformation.

• activation is a non-linear activation function (e.g., tanh or ReLU).

Hidden State to Output:

yt = activation
(
Wyhht +by

)
where:

• yt is the output at time step t.

• Wyh is the weight matrix for the hidden-to-output transformation.

• by is the bias term for the output transformation.

The RNN’s parameters consist of the weight matrices Whx, Whh, and
Wyh, as well as the bias terms bh and by. These parameters are learned
through the training process, typically using gradient-based optimiza-
tion algorithms like backpropagation through time (BPTT).

One challenge with basic RNNs is the vanishing gradient problem,
where gradients can become extremely small as they are backpropa-
gated through time, leading to difficulty in learning long-range depen-
dencies. This challenge has led to the development of more advanced
RNN variants like Long Short-Term Memory (LSTM) networks and
Gated Recurrent Units (GRUs), which are designed to better capture
and manage long-term dependencies in sequential data.

Yet, DNNs in general, also exhibit limitations [39]:

1. Data Intensity: Effective learning in DNNs often demands sub-
stantial data quantities, a requirement that can be challenging to
fulfill in certain domains.
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2. Overfitting Vulnerability: DNNs are susceptible to overfitting if
not appropriately regularized, particularly when training data is
limited.

3. Computational Demands: Training deep neural networks can
entail significant computational expense and time consumption,
necessitating substantial computational resources.

4. Opaque Nature: DNNs may be perceived as black-box models,
hindering the interpretation of learned patterns and the compre-
hension of rationale behind specific forecasts.

In summary, the choice between stochastic models, deep neural networks, and
deterministic models such as Exponential Smoothing should be driven by the
characteristics of the time series data and the specific forecasting objectives.
Each approach carries its own advantages and limitations, and an informed
decision should be based on a comprehensive understanding of these factors.

In conclusion, neural networks are preferred to classical approaches, such
as deterministic and linear methods, in time series prediction for several key
reasons in the academic literature [40–42], including:

• It excel at capturing the intricate, nonlinear patterns found in time series
data, which classical methods struggle to model effectively.

• It can automatically extract relevant features from the raw data, elimi-
nating the need for manual feature engineering, a process often required
by traditional methods.

• Time series data often show dynamic and evolutionary trends influenced
by various factors, and possess the ability to capture changing patterns
over time, making them suitable for modeling these trends.

• It skillfully handle multiple inputs, allowing interactions between vari-
ables to be incorporated. This ability proves invaluable in predicting
time series influenced by multiple sources of information.
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• Neural networks, especially those with recurrent layers, effectively
capture long-term dependencies in time series data, unlike linear models
that may fall short in this aspect.

In addition, given the increase in complex, high-dimensional time data sets,
neural networks are more adept at handling the resulting data complexities.
Moreover, it boasts a remarkable modeling capability, which enables them to
learn from extensive data and adapt to different types of models, ultimately
improving prediction accuracy [43]. Their adaptive learning nature facilitates
continuous adjustment of internal parameters based on new data, which is
crucial when dealing with nonstationary time series characterized by changing
statistical properties [9]. Another important aspect is that neural networks
can be integrated with ensemble methods or hybrid models to exploit the
strengths of different techniques, resulting in increased prediction accuracy
[44, 45]. Advances in neural network architectures and training algorithms,
such as LSTM and attention mechanisms, have helped to significantly improve
performance in time series forecasting tasks [46]. In conclusion, the ability
of neural networks to capture complex, nonlinear relationships in time series
data, their ability to adapt to changing patterns, and their suitability for high-
dimensional data contribute to their superiority over classical methods in
improving the accuracy of time series forecasting.

Lastly, in real-world scenarios, the use of neural networks for time series
forecasting has proven to be highly advantageous over traditional determinis-
tic and linear approaches; for further details, refer to Chapter 3.
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Figure 1.15: Summary of pros and cons on using Statistics-based approaches
for time series prediction.

Figure 1.16: Summary of pros and cons on using Deep Learning-based
approaches for time series prediction.



2
Proposed Framework

Time series forecasting is a fundamental challenge across various domains,
from finance to healthcare and beyond. Traditional methods often struggle
to capture the intricate patterns inherent in time-varying data, leading to the
increasing adoption of deep learning techniques. However, the majority of
existing approaches focus on specific forecasting tasks, resulting in ad-hoc
solutions that lack flexibility and fail to address the broader landscape of time
series prediction.

To overcome this limitation, a pioneering framework that encapsulates a
general-purpose approach, modularity, and customization in each processing
step for time series forecasting is presented in this dissertation to ensure an
effective and efficient processing pipeline. Specifically, in this Chapter 2,
the motivations, methodology applied and goals achieved by the proposed
framework were explored in depth.
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2.1 Motivations

The paramount objective of the proposed framework is to offer a versatile
solution for time series forecasting across diverse domains. Unlike conven-
tional methods that cater to distinct forecasting requirements, our framework
adopts a holistic approach to accommodate forecasting tasks of any nature.
This empowers researchers and practitioners to engage with a unified plat-
form regardless of the domain-specific intricacies, thereby streamlining the
forecasting process.

One of the distinguishing features of our framework is its modular design,
where each component within the pipeline is treated as an independent module.
This modularity enables users to selectively activate or deactivate modules,
tailoring the processing pipeline to the specific needs of their forecasting task.
The customizability extends to a granular level, encompassing functionalities
such as pre-processing, feature engineering, data augmentation, and encoding
strategies. This adaptability ensures that the framework caters to both novices
seeking a plug-and-play solution and experts aiming to experiment with
intricate preprocessing and modeling techniques.

The versatility of the framework is based on the ability to choose coding
techniques for time series and deep neural network-based models for predic-
tion. Instead of imposing a single algorithmic approach, the framework offers
a spectrum of coding methodologies, allowing users to align their choices
with the characteristics of the underlying data. In addition, the prediction
network itself is non-prescriptive, allowing users to experiment with various
deep learning architectures, from Convolutional Neural Networks (CNNs) to
Recurrent Neural Networks (RNNs), based on the complexities of the data to
be processed.

Instead, the framework transcends the conventional static nature of pro-
cessing pipelines. Recognizing that different forecasting tasks demand tai-
lored strategies, the framework introduces adaptive module activation. De-
pending on the specific challenges posed by a forecasting problem, users can
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dynamically enable or disable modules within the processing pipeline. This
ensures that the framework remains both efficient and effective across a wide
array of forecasting scenarios.

2.2 Methodology

The proposed framework revolutionizes time series processing and forecasting
by introducing a meticulously designed pipeline comprising four distinct
steps. Each step is characterized by its modular nature, enabling users to
seamlessly tailor their approach to the intricacies of their forecasting task.
The framework’s overarching objective is to provide a unified solution for
diverse time series forecasting challenges while upholding the principles of
modularity and customization.

2.2.1 Pre-processor and Feature Engineer Module

The Pre-Processing and Feature Engineering phase stands as the bedrock of
our framework, sculpting raw time series data into a form that optimally facili-
tates subsequent stages of analysis and forecasting. Through a combination of
preparatory steps and strategic feature engineering, this phase ensures that the
data is primed for extraction of relevant patterns and insights. The following
techniques exemplify the comprehensive approach undertaken within this
step.

Pre-Processing Techniques:

1. Normalization: To ensure uniformity and comparability across data
points, normalization standardizes time series values within a common
range. By mitigating the influence of varying scales, normalization
enhances the framework’s capacity to identify subtle patterns across
the data.
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Figure 2.1: Illustration of the proposed Deep framework. It consists of 4
modules: 1⃝ Pre-processor and Feature Engineer, 2⃝ Data Augmentation, 3⃝
Encoding and 4⃝ Deep Model selector.
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2. Imputation: Addressing missing values is vital to prevent data loss
and ensure the integrity of subsequent analyses. Imputation techniques,
such as linear interpolation or mean substitution, are employed to fill
gaps and maintain continuity in the time series.

3. Outlier Detection and Treatment: Outliers can significantly skew
forecasts and insights. Detection methods, like Z-score or percentile-
based techniques, identify potential outliers, which can then be treated
through transformation or removal.

Feature Engineering Strategies:

1. Lag Features: By introducing lagged versions of the time series data,
temporal dependencies and trends are explicitly captured. These lag
features enable the model to consider historical patterns, critical for
accurate forecasting.

2. Moving Averages: Calculating moving averages smooths out noise
and fluctuations, revealing underlying trends and cyclical patterns that
might be obscured by noise.

3. Statistical Measures: Extracting statistical properties such as mean,
variance, skewness, and kurtosis offers a comprehensive view of data
distribution and behavior, facilitating the identification of distinct pat-
terns.

4. Time-Domain and Frequency-Domain Features: These features
capture both time-related characteristics (e.g., autocorrelation) and
frequency-domain attributes (e.g., dominant frequencies) that contribute
to the overall data profile.

The amalgamation of these pre-processing and feature engineering tech-
niques transforms raw data into a refined format that enhances the framework’s
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ability to capture relevant temporal patterns and characteristics. This foun-
dational phase ensures that the subsequent modules receive data optimized
for extracting valuable insights, thereby contributing to more accurate and
insightful forecasting.

In the spirit of the framework’s modularity, users have the autonomy to
customize the pre-processing and feature engineering steps to align with their
specific dataset characteristics and forecasting objectives. This adaptability
empowers researchers and practitioners to cater to the unique intricacies of
their time series data, a hallmark of the framework’s comprehensive approach
to time series analysis and prediction.

2.2.2 Data Augmentation Module

Building on the refined time series from Step 1⃝, the Data Augmentation phase
(Step 2⃝) contributes a critical augmentation layer to the framework. Data
augmentation, a technique widely recognized for its ability to alleviate data
scarcity and improve model robustness, introduces synthetic variations to the
existing dataset. Techniques like Generative Adversarial Networks (GANs),
Over Sampling, and Under Sampling are integrated to create augmented data
samples. GANs generate synthetic samples by modeling data distribution,
while Over Sampling and Under Sampling address class imbalance concerns.
By diversifying the dataset, the framework gains resilience against overfitting
and better generalization capabilities, thereby enhancing forecasting accuracy.

Techniques for Data Augmentation:

1. Generative Adversarial Networks (GANs): GANs are a cutting-edge
technique in deep learning that involves training a generator and a
discriminator in tandem. The generator creates synthetic data samples
that mimic the distribution of the real data, while the discriminator
aims to differentiate between real and synthetic samples. The iterative
interplay between these components leads to the generation of highly
realistic synthetic data, enriching the dataset.
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2. Over Sampling: Over Sampling targets class imbalance by replicating
instances from the minority class, thereby achieving a more balanced
distribution. This approach prevents the model from being biased
towards the majority class and aids in capturing the subtleties of the
minority class.

3. Under Sampling: Conversely, Under Sampling involves reducing in-
stances from the majority class to balance class proportions. This
technique is particularly effective when a substantial class imbalance is
present, ensuring that both classes are adequately represented during
model training.

4. Time-Series Specific Augmentation: Techniques like Time Warping,
Noise Injection, and Magnitude Scaling introduce controlled variations
to the time series. Time Warping, for instance, distorts the temporal
structure, simulating scenarios where data might be temporally shifted
or warped.

5. Synthetic Time Series Generation: Simulating various temporal patterns
through mathematical functions or simulations can augment the dataset
with diverse scenarios. This is particularly valuable for capturing
uncommon patterns that might be underrepresented in the original
dataset.

By infusing the dataset with synthetic variations, the Data Augmentation
phase equips the framework with greater adaptability and resilience against
overfitting. The resulting augmented dataset encapsulates a broader range of
temporal dynamics, empowering the framework to generalize more effectively
to unseen data and scenarios.

Customizability is once again a fundamental feature of this phase, al-
lowing users to select and combine augmentation techniques according to
the peculiarities of their dataset and forecasting requirements. This user-
driven adaptability is integral to the overarching ethos of the framework,
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which prioritizes a tailored approach to time series forecasting across diverse
domains.

2.2.3 Encoding Module

The Encoding Module (Step 3⃝), a distinctive component of our framework,
leverages mathematical transformations to bridge the gap between time se-
ries data and image-based deep learning architectures. Operating on the
augmented time series generated in Step 2⃝, this module employs transfor-
mations to convert time series data into images, preserving intricate temporal
correlations and dependencies. The following mathematical transformations,
each tailored to capture specific aspects of time series data, constitute the core
of this module:

• Recurrence Plot (RP): RP is a technique that transforms a time series
into a binary matrix by examining the recurrence of patterns in the
data. Each element of the matrix indicates whether a pair of time points
exhibits similarity, effectively highlighting temporal correlations and
repeating patterns. RP excels at revealing cyclic behavior and capturing
non-linear dependencies present in the time series.

• Gramian Angular Field (GAF): GAF leverages trigonometric functions
to convert a time series into an image representation, portraying the
relative angles between data points. This transformation encapsulates
phase information and temporal correlations, enabling convolutional
neural networks to identify intricate patterns and trends across the time
series.

• Markovian Transition Field (MTF): MTF encodes transitions between
sequential data points by mapping them onto a matrix. By quantifying
the likelihood of transitioning from one state to another, MTF encodes
both short-term and long-term dependencies present in the time series.



2.2 Methodology | 51

This technique is particularly effective for capturing transition patterns
in data with varying temporal dynamics.

• Wavelet Transform: Wavelet Transform decomposes a time series into
multiple frequency components, unveiling its multi-resolution structure.
By analyzing the amplitude and frequency of each component across
time, the transformed data retains both global trends and local variations.
This approach is particularly suitable for capturing transient events and
oscillatory patterns.

The incorporation of these mathematical transformations in the Encoding
Module facilitates the conversion of time series data into images, effectively
preserving temporal correlations and dependencies. These image representa-
tions enable the utilization of well-established convolutional neural network
architectures, such as VGG-16 and others. The modularity of the framework
extends to this module as well, allowing users to selectively adopt the trans-
formation techniques that best align with the characteristics of their data and
forecasting task.

In essence, the Encoding Module serves as a bridge between the domain
of time series and image-based deep learning, unlocking a new realm of
possibilities for accurate and nuanced forecasting. By harnessing the strengths
of mathematical transformations, this phase imbues the framework with
adaptability, enabling it to address a wide spectrum of forecasting scenarios
across diverse domains.

2.2.4 Deep Model selector Module

The Choice of Deep Forecasting Model (Step 4⃝), the culmination of our
framework, offers a comprehensive selection of deep learning architectures
tailored to both classification and regression tasks. Recognizing that time
series forecasting encompasses diverse goals, from predicting discrete classes
to continuous values, this phase provides a unified solution that accommodates
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both objectives seamlessly. The selection process is fortified by the modularity
inherent to our framework, enabling users to align their choice with the
intricacies of their forecasting challenge.

• Supporting Classification and Regression: For classification tasks,
the framework offers a spectrum of architectures conducive to handling
discrete outcomes. These encompass Convolutional Neural Networks
(CNNs) with softmax outputs, tailored for class probabilities estimation,
as well as LSTM and GRU networks with a final dense layer suited for
multi-class classification.

For regression tasks, the framework deploys architectures optimized for
continuous value prediction. Here, LSTM and GRU networks configured
for regression purposes emerge as effective choices, capitalizing on their
sequence-to-sequence mapping capabilities.

The evaluation of time series forecasting models is pivotal in quantifying
their performance and aiding model selection. Several metrics, entrenched in
the literature, serve as guiding standards [8, 47]:

• Mean Squared Error (MSE): This metric gauges the average squared
difference between predicted and actual values. It provides insights
into the overall model accuracy while heavily penalizing larger errors.

• Mean Absolute Error (MAE): MAE computes the average absolute
differences between predicted and actual values. It offers a straight-
forward measure of the model’s forecasting precision, less sensitive to
outliers compared to MSE.

• Root Mean Squared Error (RMSE): RMSE extends MSE by taking
the square root of the average squared differences. It presents errors in
the original unit of the data, offering better interpretability.

• Mean Absolute Percentage Error (MAPE): MAPE quantifies the
average percentage difference between predicted and actual values. It
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is particularly useful for interpreting errors in the context of the data’s
magnitude.

• Accuracy and F1-Score: For classification tasks, accuracy and F1-
score serve as pivotal metrics. Accuracy measures the ratio of correctly
predicted instances to the total, while F1-score balances precision and
recall to account for class imbalances.

• Mean Directional Accuracy (MDA): MDA assesses the correctness
of the directional movement predicted by the model in time series
forecasting. It evaluates whether the model’s direction matches the
observed direction of the target variable.

• Quantile Loss: When uncertainty estimation is crucial, quantile loss
assesses the predictive quantiles of the model. It is particularly useful
for probabilistic forecasting.

By offering a broad spectrum of architectures and embracing evaluation
metrics tailored to both classification and regression tasks, our framework
acknowledges the multifaceted nature of time series forecasting. The modu-
larity and adaptability inherent in the framework extend to this phase as well,
empowering users to select models and metrics aligned with their specific
objectives and challenges. This approach resonates with the overarching
philosophy of the framework, which strives to offer a unified solution that
transcends domain-specific limitations in time series forecasting.

2.3 Goals

This Section 2.3 seeks to introduce the goals of the paradigm-shifting frame-
work proposed in this dissertation, which is designed to push the field of time
series analysis and forecasting to new heights. The core of this framework
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seeks to address the limitations inherent in traditional, specialized methodolo-
gies by embracing a comprehensive and adaptive approach. The overall goals
of this effort are threefold:

1. To provide the scientific community with a versatile tool for time series
analysis.

2. Instill modularity and customization as core principles.

3. To achieve excellent prediction performance through strategic calibra-
tion.

As the study unfolds, it charts the path to a future in which time series
prediction enables practitioners to navigate the complex landscape of data
analysis with high accuracy and effectiveness.

2.3.1 Advancing Time Series Forecasting Through General-
Purpose Utility

The primary goal of this research endeavor is to contribute a versatile and
comprehensive framework to the scientific community, offering an instrument
of unparalleled utility for the analysis and prediction of time series data. This
framework represents a groundbreaking departure from conventional, task-
specific methodologies, striving to address the vast spectrum of time series
forecasting challenges that span diverse domains.

2.3.2 Modularity and Customizability: Empowering Preci-
sion through Adaptability

An intrinsic tenet of our framework is its unwavering commitment to modular-
ity and customizability. By embodying these principles, the framework seeks
to empower researchers and practitioners with the freedom to orchestrate a
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tailored workflow that seamlessly integrates with their specific data and objec-
tives. The modular architecture encompasses a palette of interdependent yet
independent components, allowing for fine-grained control over the activation
and deactivation of functionalities within the pipeline.

2.3.3 Unleashing Potential for Efficacy and Efficiency

The framework embodies the potential to achieve outstanding levels of ef-
fectiveness and efficiency, provided that the data scientist or data engineer
can navigate the terrain of calibration and optimization. The optimization
journey involves a judicious selection of pre-processing techniques, data aug-
mentation strategies, encoding methodologies, and forecasting models. This
carefully curated orchestration harmonizes the framework’s capabilities with
the intricacies of the forecasting task at hand.

In essence, this framework aspires to transcend the conventional bound-
aries of time series forecasting. By furnishing a platform that is both powerful
and flexible, it aims to revolutionize the manner in which time series data is
analyzed and forecasted. As it extends an open invitation to the scientific com-
munity, this framework embodies the essence of innovation and collaboration,
poised to illuminate new paths in the realm of time series analysis.





3
Applications in Real-World scenarios

In the contemporary era of data-driven decision making, predictive analyt-
ics of time series data has emerged as a key tool in several areas. This
methodology is particularly promising when exploited through deep learning
approaches, which harness the power of neural networks to capture intricate
temporal patterns and correlations within dynamic datasets. This introduc-
tion lays the groundwork for an exploration of concrete applications of deep
learning-based time series prediction, encompassing several real-world con-
texts. . Notable cases range from climate monitoring to optimizing patient
care trajectories, from forecasting stock market fluctuations to fine-tuning the
maintenance of equipment in manufacturing processes.

Let’s delve into a few concrete examples to better understand this context:

Climate Modeling: Deep neural networks have been harnessed to model
complex climate patterns and predict future climatic trends. By ingest-
ing historical data on various climatic variables, such as temperature,
humidity, and atmospheric pressure, DNNs can capture intricate tem-
poral relationships. This enables more accurate long-term climate
predictions, helping researchers and policymakers anticipate shifts in
weather patterns, potential natural disasters, and the impact of climate
change on different regions [48, 49].
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Stock Prediction: Deep neural networks are adept at analyzing large vol-
umes of historical stock market data and identifying intricate patterns
that influence stock prices. By considering factors like market senti-
ment, financial indicators, and historical stock prices, DNNs can make
predictions that assist traders and investors in making informed deci-
sions. Their ability to capture nonlinear relationships in financial data
sets them apart from traditional linear models, contributing to more
accurate short-term and long-term stock price forecasts [50, 51].

Predictive Maintenance and Fault Detection: In the realm of predictive
maintenance, deep neural networks play a pivotal role in assessing the
health of industrial equipment. By analyzing real-time sensor data,
DNNs can detect subtle deviations from normal operating conditions
that could indicate impending faults or failures. This allows mainte-
nance teams to intervene proactively, reducing downtime and preventing
costly breakdowns. DNNs excel at capturing complex patterns of equip-
ment behavior and can adapt to changing conditions, making them a
powerful tool for optimizing maintenance strategies [52, 53].

Health Forecasting: Deep neural networks have found application in fore-
casting healthcare-related outcomes, such as patient admission rates,
disease outbreaks, and healthcare resource demands. By analyzing
historical patient data, environmental factors, and public health poli-
cies, DNNs can predict disease prevalence and healthcare needs. This
information aids healthcare providers, policymakers, and emergency
response teams in allocating resources effectively and implementing
timely interventions [54, 55].

In these real-world scenarios, neural networks shine due to their ability
to handle intricate and nonlinear patterns, adapt to changing conditions, and
learn from complex data relationships. This effectiveness makes them a



| 59

preferred choice over traditional deterministic and linear methods for accurate
and reliable time series forecasting.

Figure 3.1: Time-series prediction examples in real-world scenarios

Within the scope of this PhD thesis, the presented framework not only
introduces a pioneering methodology but also endeavors to validate its efficacy
through practical application in distinct real-world contexts. The validation
efforts have notably extended to two pivotal domains: Industry 4.0 and
FinTech. This strategic selection stems from the recognition that attempting
to apply the framework across the entire spectrum of conceivable scenarios
would be a formidable undertaking. Given the ubiquity of time series data
representation across diverse domains, such an all-encompassing application
would inevitably encounter insurmountable challenges.

By focusing validation on specific sectors—Industry 4.0, emblematic of
modern manufacturing, and Fintech, emblematic of financial technology—the
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thesis underscores the framework’s adaptability to varying requirements and
challenges. It is a pragmatic recognition that while the framework’s potency
is universal, the intricacies of distinct sectors necessitate tailored approaches.
Through these selected real-world scenarios, the thesis exemplifies how the
framework’s modular and customizable architecture can be harnessed to
yield profound insights and forecasts, even within contexts characterized by
nuanced temporal dynamics. In the backdrop of this validation strategy, the
framework emerges not merely as an abstract concept, but as a tangible asset
poised to shape the landscape of practical time series analysis and forecasting.

3.1 Industry 4.0

The data generated by production processes have experienced exponential
growth, driven by the widespread adoption of information and communication
technologies. Analyzing and processing these vast datasets yields valuable
insights into the production process, as well as the systems and equipment of
interest [56]. According to industry experts, the industrial sector is currently
undergoing the Fourth Industrial Revolution, commonly referred to as Industry
4.0. This revolution is primarily characterized by the profound interconnection
between the physical and digital realms within a production system [57].
This correlation generates a wealth of data captured by various equipment
distributed across different sectors of a company. Furthermore, Industry 4.0
enables seamless integration between machines, products, and personnel,
resulting in enhanced and more efficient information exchange [58].
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Figure 3.2: Outline of Industrial Revolutions, starting from the First Revolu-
tion toward Industry 4.0

This wealth of data collected by industrial systems encompasses events,
alarms, and process information within the industrial chain. When analyzed
and processed effectively, it can provide insights into production dynamics.
For instance, it can help in:

• reducing production costs;

• making informed decisions about operational strategies;

• minimizing failures, costs, and repair times;

• enhancing the safety of human operators;

• optimizing profitability.

One of the most compelling challenges in the industrial domain is significantly
improving the efficiency and operational timelines of various production
systems. To achieve this, it is imperative to promptly identify potential faults
and address them to prevent production interruptions. Different maintenance
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strategies are employed in the industrial context, including Run-to-Failure
(R2F), Preventive Maintenance (PvM), and Predictive Maintenance (PdM).
Notably, R2F, also known as corrective maintenance, is implemented only
when equipment malfunctions. While it is a straightforward approach, it
entails production stoppages, resulting in unexpected costs. PvM, on the other
hand, involves scheduled or timed maintenance at predefined intervals to
prevent breakdowns. It excels in averting failures but can lead to unnecessary
corrective actions, thereby increasing maintenance costs [59].

Figure 3.3: Benefits on the application of predictive maintenance in the
context of production lines

In contrast, Predictive Maintenance (PdM) leverages predictive tools to
determine the optimal timing for maintenance interventions. This approach
necessitates continuous monitoring of the integrity of machinery or processes
and intervening only when necessary [60]. Essentially, PdM aims to forecast
failures before they occur, enabling maintenance precisely when needed. The
advantage lies in early fault detection facilitated by predictive tools, which
rely on historical data, integrity factors, engineering principles, and inferential
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statistics. Consequently, an optimal maintenance strategy reduces the like-
lihood of failures and minimizes maintenance costs, ultimately prolonging
the lifespan of equipment. Undoubtedly, PdM is a highly promising strategy
and a cornerstone of Industry 4.0, as it strives to minimize or delay mainte-
nance actions while optimizing equipment operation and utilization, all by
predicting potential failures before they manifest [61].

Figure 3.4: Maintenance approaches: Preventive Maintenance, Run to Failure
and Predictive Maintenance.

Recent literature highlights the efficacy of machine learning (ML) meth-
ods in PdM to prevent failures. The effectiveness of these methods hinges
on the choice of ML algorithms employed. In the realm of artificial intelli-
gence (AI), ML techniques enable the development of intelligent prediction
algorithms capable of handling vast and multivariate datasets to uncover
relationships that might remain hidden in complex industrial environments.
Consequently, ML provides robust predictive approaches for the realm of
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PdM. However, it is essential to note that the performance of predictive
maintenance is closely tied to the selection of appropriate ML algorithms,
as we will explore further in subsequent sections (II). Within the realm of
regression-based PdM problems, several modeling challenges persist, includ-
ing grappling with high-dimensionality [62], addressing data fragmentation,
necessitating adaptive solutions [63, 64], and demanding interpretable models
[65]. A particular open question in PdM modeling pertains to the treatment of
input data, specifically equipment or process variables that exhibit time-series
evolution, resulting in scalar-type outputs. The customary approach in such
scenarios involves extracting a uniform set of features from each time series.
However, this approach entails an inherent loss of information, given the
inability to discern in advance which segments of a given time series, if any,
exert influence on the output variable [66].

3.2 FinTech

Digitization has exerted a profound influence on the financial services sector,
primarily attributed to the fact that financial products predominantly rely on
information rather than physical components, such as payment transactions
and credit contracts [67]. This transformation is further underscored by the
increasing prevalence of digital processes that require little to no physical
interaction, exemplified by online payment systems and stock trading [67].

Recent advancements in information technology (IT), including social
computing, big data, the internet of things, and cloud computing, have not only
led to process automation but have also instigated a significant restructuring
of the financial services value chain. This restructuring has given rise to
innovative business models such as robo-advisors and introduced new market
participants like Apple [68].

Several drivers fuel this transformation:
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1. Changing Role of IT: The convergence of IT capabilities empowers
financial service providers to not only automate their existing opera-
tions but also to introduce entirely novel products, services, processes,
and business models [69]. Crowdfunding and peer-to-peer insurance
platforms stand as prominent examples of these new models [70].

2. Changing Consumer Behavior: The proliferation of electronic inter-
action channels among consumers necessitates a shift in how financial
service providers engage with clients. This shift entails resizing branch
and agent networks and transitioning towards hybrid client interaction
and self-service options [71].

3. Changing Ecosystems: Traditional financial institutions have progres-
sively outsourced their operations, resulting in a more specialized focus.
This trend has extended from back-office functions to front-office op-
erations, fostering the development of new ecosystems that include
both incumbents and fintech startups, as well as external entities from
outside the financial services sector [72].

4. Changing Regulation: Post-2008 financial crisis, regulatory measures
have tightened across various facets of the financial services industry.
However, several countries have initiated initiatives to lower entry bar-
riers for fintech startups. Notable examples include London, Singapore,
and Hong Kong, which have introduced fintech ’sandboxes’ for exper-
imenting with new products and services, specialized organizations
for market development, and financial support (Monetary Authority of
Singapore) [73].
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Figure 3.5: Representation of the FinTech world and its component parts

The term ’FinTech’ itself, a portmanteau of ’Financial Technology,’ was
first mentioned in the early 1990s by Citicorp’s chairman John Reed in the
context of the ’Smart Card Forum’ consortium. It encompasses innovative
financial solutions facilitated by IT and is commonly associated with startup
companies that provide these solutions, along with traditional financial service
providers like banks and insurers [74].

Furthermore, fintech is closely linked to the concept of ’financial innova-
tion,’ defined as the creation and popularization of new financial instruments,
technologies, institutions, and markets [75]. These innovations manifest
across primary categories, including products and services, organizational
structures, processes, systems (e.g., blockchain), and business models (e.g.,
crowdlending), smart strategic investments (e.g. stock prediction), reflecting
the multifaceted dimensions of fintech [76, 77]. Among these dimensions,
stock market prediction has emerged as a topic of significant academic inter-
est, particularly with the advent of deep neural network approaches and the
utilization of heterogeneous data sources beyond traditional market data, such
as sentiment analysis from social networks like Reddit and Twitter, as well
as online news sources [78]. Certainly, let’s delve deeper into stock market
prediction and how social and news data are leveraged in this context within
the fintech landscape:

Stock market prediction is a pivotal area of interest in fintech, as it seeks
to forecast the future movements of financial markets, such as stock prices,
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indices, and commodities. Accurate predictions can provide investors, traders,
and financial institutions with valuable insights for making informed decisions.
Historically, stock market prediction has relied on various quantitative models,
statistical analysis, and technical indicators. However, recent advancements
in technology, particularly in the realm of artificial intelligence and deep
learning, have introduced novel approaches that exhibit promise in improving
prediction accuracy [79, 80].

One key approach in stock market prediction involves sentiment analysis
of social media and news data. Sentiment analysis algorithms examine textual
data from platforms like Twitter, Reddit, and online news articles to gauge the
sentiment (positive, negative, or neutral) surrounding specific stocks or the
overall market. For instance, if there is a surge of positive sentiment regarding
a particular company on Twitter, it may indicate bullish behavior among retail
investors [81, 82].

Thus, Natural Language Processing (NLP) techniques are integral in ex-
tracting valuable information from unstructured textual data. NLP algorithms
can identify key phrases, opinions, and trends within social media posts and
news articles. By analyzing the language used in these sources, predictive
models can discern market sentiment and potential market-moving events
[83].

In addition, Social and news data can be employed to detect significant
events that may impact the financial markets. For instance, by monitoring
news articles and social media posts for keywords related to geopolitical
tensions, economic indicators, or corporate earnings reports, algorithms can
identify events that could trigger market fluctuations [84, 85].

Deep neural network models, such as Recurrent Neural Networks (RNNs)
and Convolutional Neural Networks (CNNs), are adept at processing sequen-
tial data like time series or textual information. Fintech researchers and
practitioners integrate these models with sentiment analysis to build predic-
tive models. These models learn from historical price data and associated
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sentiment signals to make future price predictions [86]. To enhance prediction
accuracy, fintech applications often combine diverse data sources, including
market data, social sentiment data, and news data, into a single integrated
model. This data fusion approach allows for a holistic view of the factors
influencing market movements [87].

Finally, the speed of social and news data processing is crucial for stock
market forecasting. In fact, advanced fintech systems use real-time data
feeds and fast processing algorithms to ensure that forecasts can be made
quickly, enabling traders and investors to respond quickly to changing market
conditions [88].

In summary, social media and news data play a pivotal role in enhancing
stock market prediction within the fintech domain. By harnessing the power
of sentiment analysis, natural language processing, and predictive modeling,
fintech applications can provide valuable insights to market participants,
helping them make informed decisions and manage risk effectively in the
dynamic world of financial markets.



Part II

Time Series forecasting in Industry
4.0
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In this Part II, two approaches applied in the context of Industry 4.0,
specifically focusing on predictive maintenance (PdM), are presented.

In Chapter 4, the emphasis is placed on predictive maintenance (PdM)
within industrial settings, addressing the challenge of data-intensive require-
ments inherent in machine learning and deep learning approaches. The paper
introduces a comprehensive framework for assessing time series encoding
techniques in conjunction with Convolutional Neural Network-based im-
age classifiers for PdM tasks. Empirical evaluations are carried out using
real-world datasets, with performance comparisons against state-of-the-art
methods.

In Chapter 5, on the other hand, the exploration extends to the utilization
of data-driven artificial intelligence techniques for PdM within the realm of
Industry 4.0. This chapter introduces a novel deep learning (DL) approach
specifically designed to address computational efficiency, tailored for Internet
of Things (IoT) scenarios. The approach harnesses a multi-head attention
mechanism to optimize the estimation of remaining useful life (RUL) and
reduce model storage requirements. Experimental results demonstrate its su-
perior performance in terms of both effectiveness and efficiency compared to
existing techniques, positioning it as a viable solution for resource-constrained
embedded AI applications. Prior to their introduction, a theoretical back-
ground is presented to facilitate comprehension for the reader.

Background

This section summarizes a combination of coding techniques and neural
networks and introduces the concept of Attention Mechanism, used in the
Chapters 4 and 5.

Recurrence Plot A Recurrence Plot (RP) [89, 90] is a visualization tool
to explore an m-dimensional phase space trajectory through a 2-dimensional
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representation of its recurrences. The core idea is to reveal in which points
some trajectories return to a previous state. Mathematically, this concept can
be formulated as:

Ri, j = θ(ε−||⃗si− s⃗ j||), s⃗(.) ∈ Rm, i, j = 1, ...,K (3.1)

where K is the number of states s⃗, ε is a threshold distance, ||.|| is the norm
and θ is the Heaviside function. As a result R is a matrix. Fading to the upper
left and lower right corners represents a trend, while vertical and horizontal
lines indicate that some states do not change or change slowly.

Gramian Angular Field A Gramian Angular Field (GAF) [91] encoding
produces an image representing a time series in a polar coordinate system
rather than the typical Cartesian coordinates. Let Y = {y1,y2, . . . ,yn} be a
time series having observation values scaled within the [−1,1] interval. Then,
the scaled time series is represented in polar coordinates by encoding each
value as the angular cosine, and the time stamp as the radius using the equation
below: φ = arccos(x̃i) −1≤ x̃i ≤ 1, x̃i ∈ X̃

r = ti
N ti ∈ N

(3.2)

where ti is the time stamp and N is a constant factor to regularize the span of
the polar coordinate system. This transformation has three core properties:
i) it is bijective with rescaled [0,1] time series data and it produces one and
only map; ii) it is surjective with rescaled [−1,1] data and it produces one
map, as the inverse image is not unique because of the ambiguity of cos(φ)
when φ is in [0,2π]; iii) unlike Cartesian coordinates, polar coordinates
preserve absolute temporal relations. A GAF provides a different information
granularity for classification tasks. After transforming the time series into
polar coordinates, a GAF constructs a map by calculating the trigonometric
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sum (GASF), or the difference (GADF), between each point. GASF and
GADF are calculated as follows:GASF = cos(φi +φ j)

GADF = sin(φi−φ j)
(3.3)

The GAF is defined as follow:

G =


cos(φ1 +φ1) · · · cos(φ1 +φn)

cos(φ2 +φ1) · · · cos(φ2 +φn)
... . . . ...

cos(φn +φ1) · · · cos(φn +φn)

 (3.4)

As mentioned, the use of this encoding preserves temporal dependence
and temporal correlations.

Markovian Transition Field In a Markovian Transition Field (MTF) [91],
the encoding starts with a time series X and identifies its Q quartile bins
by assigning to each xi its corresponding bin q j ( j ∈ [1,Q]). After that,
the adjacency matrix W = Q×Q is constructed, where each element wi, j

represents the frequency with which a point in q j is followed by a point in qi.
W is called the Markov transition matrix. Importantly, this step potentially
leads to a loss of temporal information. In order to overcome this issue, the
matrix is distributed. An MTF is thus defined as:

wi j|x1∈qi,x1∈q j ... wi j|x1∈qi,xn∈q j

wi j|x2∈qi,x1∈q j ... wi j|x2∈qi,xn∈q j

... ... ...

wi j|xn∈qi,x1∈q j ... wi j|xn∈qi,xn∈q j


where each element wi, j represents the transition probability from quantile qi

to quantile q j and the main diagonal is the special case of the self-transition
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probability from each quantile to itself. The sum of the elements of a row
must have a value equal to 1. Like the GAF, the MTF is surjective and,
starting from a time series X and fixing quantile bins Q, produces a single
map. Note that the inverse image of the MTF is not unique.

Wavelet Transform The Wavelet Transform (WT) [92, 93] is an alternative
to the more classic Fourier transform, decomposing a function into a set of
wavelets. It provides high resolution in both the time and frequency domains,
and it is thus suitable for analysing dynamic signals. An important property
is that a wavelet exists for a finite duration.

There are two types of WT:

• Discrete Wavelet Transform (DWT): The frequencies of the origi-
nal signals are decomposed into approximate coefficients and detail
coefficients (also called wavelet coefficients). Detail coefficients with
larger amplitudes are considered significant, while those with smaller
amplitudes are noise. A DWT used in combination with threshold
denoising is a low-pass filter: it removes high-frequency noise and it is
suitable for removing transient signals.

• Continuous Wavelet Transform (CWT): It is based on the mother
wavelet. One type of application requires a different mother, because
each of them has a characteristic frequency band. The equivalent
frequency is defined as:

Feq =
C f

sδ t
(3.5)

where C f represents the center frequency, s is the wavelet scale and δ t
is the sampling interval. The output of a CWT are coefficients that are
function of scale, frequency and time: the higher the number of scales
considered, the finer is the scale discretization.
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The DWT is often used for denoising and compression of signals because
it can represent them with few coefficients. The CWT is instead often used in
time-frequency analysis and filtering of time-localised frequency components.

Multi-Head Attention Attention mechanism can be described as mapping
a query and a set of key-value pairs to an output. Queries, keys, values and
outputs are vectors. The output is computed as a weighted sum of the values,
where the weight assigned to each value is given by an arbitrary compatibility
function of the query with the corresponding key. According to [94], the
selected compatibility function, is the Scaled Dot-Product Attention.

Firstly, each of the timesteps in input is linearly projected to obtain its
specific query, key and value vectors of dimension dk. Next, given a query, the
dot product of the query with all keys is computed. Then, these products are
divided by

√
dk. Finally, the softmax function is applied to obtain the weights

on the values. These weights can be seen as scores, thus they represent
the importance of the values (each corresponding to one multiplied key)
with respect to the value corresponding to the query. Intuitively, a subset of
more important times receives high weights, while useless ones receive lower
weights. At this point, weighted values are summed up.

The explained calculation is valid only when there is a single query. In
practice, as we have seen, there are a number of queries equal to the number
of timesteps in the selected time window, i.e. Tw. Therefore, in order to
speed-up the computation, the scaled dot-product attention is computed on a
set of queries of queries simultaneously, packed together into a matrix Q. If
we do the same with the keys and values, the output can be expressed as:

Attention(Q,K,V ) = so f tmax(
QKT
√

dk
)V (3.6)

Multi-head attention mechanism (Figure 3.6) simply repeats the above
computation a number of times equal to the chosen number of heads, h.
More precisely, instead of calculating a single attention function with one set
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of queries, keys and values, this mechanism first creates h different sets of
queries, keys and values and for each of them performs the attention function
in parallel.

The outputs of each head are concatenated and the final result is linearly
projected in order to obtain the matrix of shape (Tw,Nx).

Figure 3.6: Multi-Head Attention.

Mathematically, multi-head attention is defined as:

MultiHead(Q,K,V ) =Concat(head1, ...,headh)W O (3.7)

where

headi = Attention(QW Q
i ,KW K

i ,VWV
i ) (3.8)
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At a higher level of abstraction, the multi-head attention sub-module com-
putes a new representation of the input time window. In this representation,
each timestep is enriched by the knowledge of the timesteps that precede or
follow it in the sequence.





4
Time series encodings evaluation for

predictive maintenance

4.1 Introduction

The individual rapidly navigating the digital technology landscape has been
instrumental in transforming industrial processes due to the deep integration
between physical and digital systems within production environments. In
the present day, this individual possesses the capability to amass substantial
volumes of data concerning the functioning of diverse equipment, all while
facilitating targeted exchanges of information among individuals, products,
and machines.

The increasing pace of transformative technological advancements has led
experts to characterize this new phase of development as the "Fourth Industrial
Revolution" or "Industry 4.0," linking it to high connectivity, the availability
of rich data sources, and the capacity of technologies to explore the high
dimensionality of such sources, thanks to enhancements in computational
power and storage capacity [95]. For example, this individual can analyze
in real-time the multitude of events unfolding along an industrial production
line, establishing correlations between real-time data and past occurrences to
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identify and proactively mitigate potential structural failures, thereby averting
prolonged downtime.

In a more general context, data that is rich and high-dimensional in
real-time can yield valuable insights into the internal dynamics of intricate
industrial systems. In this regard, this individual has uncovered the incredi-
ble potential of applying data analytics techniques to the industrial pipeline
across various domains, including cost reduction in maintenance, minimiza-
tion of machine faults, decreased repair stoppages, inventory reduction in
spare parts, extended lifespan of spare parts, augmented overall production
output, enhanced operator safety, validation of repair actions, overall profit
augmentation, and numerous other applications [96, 97].

Notably, most of these challenges are intrinsically connected to the timely
execution of efficient and effective maintenance procedures.

A particular area of interest for this individual undoubtedly lies in the
realm of condition monitoring and diagnostics concerning mechanical com-
ponents within industries such as avionics and automotive. This encompasses
elements such as gearboxes, ball bearings, and rotating shafts [98]. In these
domains, a sudden interruption in the production line carries costs associated
with the loss of product that far surpass the expenses related to the compo-
nent itself. Another intriguing domain where maintenance procedures hold
significant importance is in the management of Information Technology (IT)
infrastructures, particularly in the prediction of hard disk failures within large-
scale data centers. The disruption of hard disks within these data centers
directly impacts the reliability of the entire infrastructure, thereby adversely
affecting the business’s Service Level Agreement [99].

To address these challenges, Predictive Maintenance techniques have
become indispensable for ensuring substantial improvements in business
operations, harnessing the technological advancements of Industry 4.0 to
minimize downtime and reduce equipment failure rates across diverse contexts
[100–104].
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As is often the case in fields dealing with vast and complex data, this
individual has found that approaches leveraging machine learning and deep
learning tools hold the most promise among the array of modern predictive
maintenance techniques [101, 105, 106]. Typically, these approaches rely on
historical datasets organized as labeled time series data concerning equipment
operations, enabling the training of various regression and classification mod-
els. These models can then be utilized to predict potential failures in terms of
"Remaining Useful Life" (RUL) estimation. It is evident that the effectiveness
of these approaches is closely tied to the availability of comprehensive and
reliable training data.

Given that this is not always the case in real-world scenarios, deep learn-
ing models have garnered attention as a means to address potential limitations
arising from data scarcity [107]. Notably, many reliable deep learning ar-
chitectures have been developed with a primary focus on image analysis.
Consequently, in recent years, there has been a surge in research efforts aimed
at encoding time series data as images and reimagining RUL prediction as an
image classification task [108].

In the present work, this individual presents a framework for evaluating
the performance of several widely used time series encoding techniques,
including Recurrence Plot, Gramian Angular Field, Markovian Transition
Field, and Wavelet Transform, in conjunction with image classifiers based
on Convolutional Neural Networks (CNNs). These CNN models are subse-
quently compared with three benchmarking deep learning models using the
PAKDD2020 Alibaba AI Ops Competition dataset, which provides data on
hard disk status within a data center, and two state-of-the-art models using
the NASA bearing dataset, consisting of vibration signals from bearings.
The experimental evaluation highlights that the utilization of CNNs, with
inputs generated through encoding techniques, delivers high effectiveness
performance, surpassing most state-of-the-art models and demonstrating su-
perior Memory Occupation parameters. The advantages of appropriate data
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augmentation techniques, including those based on Generative Adversarial
Networks (GANs), are discussed, and the results underscore the benefits
and drawbacks of various modeling and training choices. In particular, it is
shown that while the incorporation of GANs enhances the training process
and slightly improves performance, this advantage must be weighed against
increased demands on training time and memory resources.

To the best of this individual’s knowledge, this work represents one of
the earliest comprehensive studies reporting a systematic benchmark of a
variety of extensively used time series encoding techniques as viable models
for predictive maintenance tasks.

In summary, the main contributions of this approach can be summarized
as follows:

• Designing a comprehensive framework for assessing the performance
of prevalent time series encoding techniques in predictive maintenance
tasks.

• Utilizing two distinct CNN-based models for predicting equipment
failures, with inputs generated through different encoding techniques.

• Conducting a comparative analysis of encoding-based techniques ver-
sus various state-of-the-art approaches using two real-world datasets
(PAKDD2020 Alibaba AI Ops Competition and NASA bearing).

• Analyzing the performance impact of GANs as a data augmentation
strategy.

In conclusion, this work sheds light on the challenges and opportunities in
predictive maintenance within the context of Industry 4.0, offering valuable
insights into the efficacy of different techniques and models in enhancing
equipment reliability and reducing downtime.

The chapter’s structure is as follows. Section 4.2 provides an overview of
related research concerning predictive maintenance techniques, with particular
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emphasis on recent machine-based approaches. The 4.3 section outlines the
proposal and evaluation of the proposed framework. Section 4.4 presents
the findings from the experiments conducted to assess the various encoding
techniques introduced in this chapter. Lastly, in Section 4.6, the chapter
concludes by summarizing the results and discussing potential avenues for
future research.

4.2 Related Work

Scheduling maintenance decisions is a critical task aimed at preventing un-
foreseen shutdowns of mechanical equipment, ultimately enhancing their
reliability [105]. Predictive maintenance has gained significance in the in-
dustry by leveraging machine learning models to analyze large volumes
of operational data, thereby improving equipment efficiency and reducing
operational costs by using machine learning models [105, 109, 100, 110].
Advances in artificial intelligence (AI) have been pivotal in enhancing the
reliability of predictive maintenance [111, 52, 112]. Deep learning techniques,
which require labeled datasets consisting of equipment operation trajectories
typically encoded as time series data, have been instrumental in estimating
Remaining Useful Life (RUL) [101, 105, 106, 113].

Recent studies have successfully applied various models for RUL predic-
tion across different domains. For instance, some have employed autoregres-
sive models such as AR-RPF to predict the RUL of lithium-ion batteries [114].
Others have utilized support vector machine (SVM) models for fault detection
and diagnosis in chillers [115]. Predicting RUL of bearings, common me-
chanical components in various equipment, has also been a focus [116, 117].
Early approaches relied on regression strategies [118, 119]. Some more re-
cent approaches focused on deep learning models using vibration signals
from bearings [120, 121]. Predicting Hard Disk Drive (HDD) RUL using
S.M.A.R.T. attributes has been explored as well [122–124, 56].
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Deep learning models’ performance is highly dependent on the availability
of extensive, consistent, and reliable training data [125]. Addressing data
scarcity in real-world scenarios, some research has explored the use of deep
learning models [107]. Given that extensive work on deep learning models has
taken place in the domain of image analysis, recent work has experimented
with encoding time series data as images [126].

Various encoding techniques have been developed to represent temporal
correlations as images, which can be used to train deep learning models for
a wide range of applications. Four prominent encoding methods include the
Gramian Angular Field (GAF), Discrete Wavelet Transform (DWT), Markov
Transition Field (MTF), and Recurrent Plot (RP). GAF encoding has been
used for tasks such as solar irradiation forecasting, knowledge distillation,
activity recognition, and financial forecasting [127–130]. In addition, GAF-
based methods have been applied to predictive maintenance for conveyor
motors [131]. DWT has been utilized for fault detection in gearboxes and
arrhythmia detection using ECG signals [132–135]. MTF encoding has been
employed for tasks such as candidate transient classification and arrhythmia
classification [136, 137]. RP encoding has been used for human activity
recognition and Parkinson’s disease diagnosis [138–140].

Despite these successful applications in various domains, there is a no-
ticeable gap in the literature concerning the use of encoding techniques for
equipment failure prediction, especially for HDD and bearing health status
prediction, which are commonly studied cases in predictive maintenance.
This study aims to investigate the application of encoding strategies to predic-
tive maintenance tasks with the goal of reducing memory and training time
requirements while achieving performance comparable to state-of-the-art ap-
proaches. The research focuses on multidimensional time-series data typically
generated in industrial settings and explores various encoding techniques, un-
like most previous approaches that primarily analyze one-dimensional signals
using a single encoding strategy.
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Paper Model Time Series Encoding Application
[127] Convolutional LSTM One-dimensional GAF Solar Irradiation Forecasting
[128] CNN One-dimensional GAF Knowledge distillation
[129] CNN One-dimensional GAF Activity Recognition
[130] CNN One-dimensional GAF Financial forecasting
[131] CNN One-dimensional GAF Conveyor Motor maintenance
[59] CNN Multi-dimensional GAF Hard drives health status
[141] CNN Multi-dimensional GAF, MTF Sensor classification
[142] CNN+SVM Multi-dimensional GAF Electricity consumption forecasting
[143] CNN Multi-dimensional GAF Stock Market Forecasting
[132] CNN One-dimensional DWT Gearboxes fault diagnosis
[133] CNN One-dimensional DWT Gearboxes fault diagnosis
[135] ESN One-dimensional DWT Time-series forecasting
[134] NCA+1NN classifier One-dimensional DWT Arrhythmia detection
[136] CNN One-dimensional MTF Light curves classification
[137] CNN One-dimensional MTF Arrhythmia classification
[144] CNN One-dimensional MTF Anomalous energy consumption
[145] CNN One-dimensional MTF Online Fraud Detection
[138] CNN Multi-dimensional RP Activity Recognition
[139] CNN Multi-dimensional RP Disease identification
[140] CNN One-dimensional RP Classification task

Table 4.1: State-of-the art approaches classified on the basis of the neural
network model adopted, the encoding method, and their application domain.
Encoding methods are: Gramian Angular Field (GAF), Recurrence Plot (RP),
Markovian Transition Field (MTF), and Wavelet Transform (WT). NCA and
1NN stand respectively for Neighborhood Component Analysis and 1-Nearest
Neighborhood.
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In the remainder of this paper, a framework is presented to evaluate four
time series encoding techniques in the context of predictive maintenance
tasks, integrating them with CNN-based image classifiers. The evaluation is
conducted using the Alibaba and NASA bearing datasets, comparing the per-
formance of CNN models to alternative machine learning architectures [126].

4.3 Framework

An overview of the training and evaluation framework is depicted in Figure 4.1.
The primary objective is to establish a benchmark for various techniques that
encode time-series data into images, with a specific focus on their performance
in equipment failure prediction.

Figure 4.1: Architectural overview of the proposed framework , that is com-
posed by different phases. The initial step is devoted to pre-processing and
feature engineering, the second step is to create the time series sequences and
convert them into images, choosing the technique to be used in the encoding
module.

The initial phase involves a series of pre-processing and feature engi-
neering operations applied to the dataset. These operations encompass the
removal of attributes containing missing values and columns that do not
contribute to equipment failure prediction, such as capacity or manufacturing-
related features. This results in a reduction in the overall number of features.
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Additionally, various rebalancing and feature transformation techniques are
applied using different methodologies, as detailed in Section 4.4.3.

In the subsequent phase, time-series sequences are constructed and fed
into one of the image encoding methods outlined in Section II. This process
generates the input data for the subsequent Convolutional Neural Network
(CNN) designed for the specific time window under consideration. Two
types of CNN models are trained to address the predictive maintenance task.
Furthermore, a focused investigation is carried out to determine whether the
utilization of a Generative Adversarial Network (GAN) has any impact on
the overall performance.

4.3.1 CNN-based Classifiers

The dataset naturally yields time series of varying lengths, necessitating the
creation of time series sequences based on fixed time windows (40 steps).
These sequences are then suitable for input into one of the encoding techniques
discussed in Section 4.4.3. This step generates image encodings, which serve
as input data for a Convolutional Neural Network (CNN) model. Two distinct
CNN models are considered for this purpose.

The first model comprises three convolutional layers utilizing the leaky
ReLU activation function, each succeeded by a max-pooling layer with a
specific filter size. At the top, there is a fully connected layer with softmax
activation (Model 1; Figure 4.2).

Secondly, a CNN model based on the VGG-16 architecture [146] is
considered. This pre-trained model is designed to process RGB images of
dimensions (224,224). It comprises two convolutional layers with 64 and
128 filters, followed by a max-pooling layer. The third block consists of
three convolutional layers with 256 filters and a max-pooling layer. At the
top of this architecture, there are two fully connected layers, each containing
2048 neurons and employing softmax activation (VGG-like; Figure 4.3). This
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Figure 4.2: First CNN architec-
ture

Figure 4.3: VGG-like architec-
ture
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choice of a shallower CNN allows for more efficient handling of smaller
inputs, such as those sized 40×40.

Finally, the chosen loss function is the log-loss (also known as cross-
entropy loss). This loss function returns a probability ranging from 0 to 1 for
the two task classes, as described by equation 4.1.

Li =−(y · log(p)+(1− y) · log(1− p)) (4.1)

In this equation, y represents the correct label, p denotes the probability for
the correct label, and Li signifies the loss for the i-th element predicted by
the classifier. Additionally, the Adam optimizer [147] is employed due to
its ability to facilitate smoother gradient descent and prevent convergence to
local optima. The Adam optimizer introduces two supplementary parameters
known as the first and second moment. The former serves as a velocity term,
reflecting a combination of historical information and the current value, while
the latter acts as an energy term representing recent movements.

4.4 Experiments

Now that all the technical infrastructure is set up, the focus can shift to the
heart of the evaluation task. The primary objective is to assess the performance
of various methodologies with the aim of optimizing effectiveness, thereby
minimizing both false positives and false negatives, while also considering
efficiency. Consequently, different combinations of encoding methods and
architectures are assessed for their effectiveness, using the metrics outlined
in Section 4.4.4, and their efficiency, as measured by each model’s memory
usage and training time.
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4.4.1 Experimental protocol

As a foundation for the evaluation, two distinct datasets were selected to
explore the utilization of encoding methods in various industrial applications.
The chosen approaches were those that yielded the highest effectiveness
values.

The first dataset, provided by Alibaba for the PAKDD 2020 AIOps Com-
petition1, pertains to Hard Disk Drives (HDDs). Following a preprocessing
and feature engineering phase, the dataset’s size was reduced to approximately
420 MB. This dataset comprises over 150,000 tensors, each sized at 40×76,
where 40 represents the window size, and 76 corresponds to the number of
features. To enrich the dataset, additional features were generated by applying
five different methods (Raw, Normalized, Shift, Absolute, and Relative) to
the raw S.M.A.R.T. attributes. The dataset was partitioned such that 60% of
it served as the training set, 20% as the validation set, and 20% as the testing
set. Balancing was applied to ensure an equal number of healthy and failed
disks.

The second dataset, referred to as the NASA Bearing dataset2, comprises a
total of 19,680,000 data points divided into 984 files, each containing 20,000
samples. After the preprocessing phase, a window of size five was applied
to each file to generate encoded images. Consequently, the result of this
processing is 984 images, each depicting the health state of a bearing at a
specific moment during its operation. The dataset was divided into three
parts using a Stratified approach: 60% and 30% for the training and test
sets, respectively, and 10% for evaluating generalization performance (see
Section 4.4.3 for further details).

4.4.2 Dataset

As previously mentioned, the predictive maintenance of equipment’s health
status holds paramount importance in large-scale industrial infrastructures,
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Parameters Values
Windows size (1,3,5,7,10,15,20,30)

Epoch [20 - 300]
Learning Rate 0.1,0.01,0.001

% Fake 25%,30%
% GAN module Yes,No

Table 4.2: Hyper-parameters optimization phase.

as equipment failures can profoundly impact the overall reliability of such
infrastructures. Consequently, the evaluation of the various methodologies
discussed thus far is primarily focused on the task of predicting potential
failures of equipment within a predefined time window (e.g., 30 days). This
prediction relies on the analysis of time series data.

To facilitate this evaluation, two distinct datasets were selected, each
representing predictive maintenance tasks in different industrial contexts.
These contexts mainly revolve around bearings, which are subject to high-
speed and high-pressure conditions, and Hard Disk Drives (HDDs), a critical
component affecting the reliability of large-scale data centers. Specifically, a
dataset from the PAKDD2020 Alibaba AI OPS1 competition was leveraged.
It comprises approximately 40 GB of samples collected from July 2017 to
July 2018. The dataset includes S.M.A.R.T. attributes, providing both raw
and normalized values for each disk per day, along with labels and failure
timestamps.

Furthermore, the NASA Bearing dataset2 was utilized, with details outlined
in Table 4.3. This dataset primarily focuses on the analysis of vibration
signals captured using accelerometers along the X-axis. These vibration
signals were recorded with a 1-second time window at 10-minute intervals,
with a sampling rate of 20 KHz. Subsequently, noise reduction and data

1https://tianchi.aliyun.com/competition/entrance/231775/introduction
2https://ti.arc.nasa.gov/c/3/

https://tianchi.aliyun.com/competition/entrance/231775/introduction
https://ti.arc.nasa.gov/c/3/
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Bearing No.of Samples No. of raw features Conditions
Bearing 1 984 20480 Outer race failure
Bearing 2 984 20480 No defect
Bearing 3 984 20480 No defect
Bearing 4 984 20480 No defect

Table 4.3: NASA Bearing dataset

normalization were performed, employing a moving average technique and
Min-max Normalization, respectively.

4.4.3 Pre-processing and Feature engineering

The pre-processing of the Alibaba dataset involved two consecutive phases.
Initially, a set of relevant features was selected, reducing the total from over
500 to 32. This selection process began by eliminating attributes with a miss-
ing value percentage exceeding 10% and a standard deviation of 0. Columns
that were deemed non-critical for failure prediction were also dropped. Any
remaining missing values were imputed using a moving average with a win-
dow size of 5 steps backward and 5 steps forward. Additionally, the dataset’s
overall balance between healthy and unhealthy disks was adjusted, shifting
from 1% to 50% healthy disks by reducing the number of healthy disks.

Regarding the NASA Bearing dataset, a down-sampling operation was
applied, reducing the sampling rate from 20KHz to 4KHz while employing
a window size of five. Since this dataset lacks labels, a visual analysis was
performed to identify the moment of failure, following the experimental pro-
cedure outlined in [148]. Vibration data was classified into three categories:
HIGH-RISK for samples near the point of failure, LOW-RISK for samples
representing normal behavior, and MEDIUM RISK for a state with a hypothet-
ical medium risk of failure. In summary, the samples in the NASA Bearing
dataset were categorized as follows:
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• Samples from 2004-02-12 10:32:39 to 2004-02-17 10:52:39 are labeled
as LOW-RISK

• Samples from 2004-02-17 10:52:39 to 2004-02-18 13:52:39 are labeled
as MEDIUM-RISK

• Samples from 2004-02-18 13:52:39 to 2004-02-19 06:22:39 are labeled
as HIGH-RISK

The prediction task was further designed as a binary problem, where the
union of the classes HIGH-RISK and MEDIUM-RISK was considered as a
single class.

Next, the raw features were converted into normalized features using the
following methods:

• Shift features (Shift): The original raw features (V (n)) were shifted by
N days (V (n−N)), with different values of N = 1,3,5,7,10,15,20,30.

• Relative comparison features (Diff): The difference between a raw
feature (V (n)) and its corresponding shifted feature (V (n−N)) was
computed as follows:

Relative(n)[N] =V (n)−V (n−N) (4.2)

• Absolute comparison features (Sum): The sum of a raw feature
(V (n)) and its corresponding shifted feature (V (n−N)) was calculated
as follows:

Absolute(n)[N] =V (n)+V (n−N) (4.3)

• Exponential moving average features (Exp): This transformation
was applied to S.M.A.R.T. raw features for each disk, according to
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equation 4.4:

history(n) = 0.9×history(n−1)+0.1× raw(n) history(−1) = 0

(4.4)

where raw(n) is the current value of S.M.A.R.T.raw at the n− th step
and history is the cumulative weighted sum of historic data.

• Division features (Div): These features represent the ratio between
raw and normalized features, as shown in equation 4.5:

Division(n) =
S.M.A.R.T.raw(n)

S.M.A.R.T.Normalized(n)+ ε
(4.5)

where ε is a constant used to avoid division by zero.

It is important to note that the number inside the parenthesis in the next
tables corresponds to the shifted feature in terms of number of days.

A grid search was performed using the hyper-parameters shown in Ta-
ble 4.2 to identify the optimal ones for training the models. To validate the
results statistically, a 10-cross validation [149, 150] was executed, reporting
the mean and standard deviation of each experiment outcome. A stratified
sampling strategy was also employed to split the dataset into training and test
sets.

The evaluation framework was deployed on Google Colaboratory3 using
TensorFlow V24 and Keras5 for building deep learning models. The pre-
processing operations and running of the time series classification algorithms
were performed using pyts6.

3https://colab.research.google.com/
4https://www.tensorflow.org/
5https://keras.io/
6https://pyts.readthedocs.io/

https://colab.research.google.com/
https://www.tensorflow.org/
https://keras.io/
https://pyts.readthedocs.io/
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Model 1 VGG-like
P F1-score Precision Recall F1-score Precision Recall
15 39.64±0.31 33.04±1.78 31.07±2.34 28.44±0.79 32.23±0.19 27.67±2.41
30 59.24± 0.39 61.15±3.18 57.62±2.61 31.59±1.25 29.58±0.22 34.03±3.13
45 47.94±1.41 42.77±3.47 48.08±2.89 46.67±2.09 43.01±1.74 48.13±3.85

Table 4.4: Evaluation of the both networks varying the P parameter.

4.4.4 Evaluation metrics

In this section, several metrics are described that are used to evaluate the
efficiency of the proposed framework, which is defined as the ability to assess
the equipment’s health status within a 30-day interval. Specifically, a P-
window (set to 30 days - further details in table 4.4) is defined as a fixed-size
sliding window starting from the first moment in which a disk is predicted to
fail.

Precision for P-window: the fraction of records that actually failed (T P)
and the fraction expected overall (T P+FP):

Precision =
T P

T P+FP
(4.6)

where T P and FP are respectively true and false positives.

Recall for R-window: the fraction of predicted failed disks that actually
failed (T P) over the overall number of failed disks (T P+FN):

Recall =
T P

T P+FN
(4.7)

where T P and FN are respectively true and false negatives.

F1-score is defined according to equation 4.8:

F1 =
2 ·Precision ·Recall
Precision+Recall

(4.8)
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4.5 Results

In this section, the obtained results on the Alibaba HDD and NASA bearing
datasets are discussed. Finally, the performance of the discussed methodology
when adopting a Generative adversarial Networks (GAN) is investigated.

4.5.1 Results on Alibaba HDD

The two CNN models described in Section 4.3.1 are compared. The aim
is to understand how each model performs based on the best fit between
different encoding techniques — (RP, GAF, MTF, WT) — and pre-processing
approaches (see Section 4.4.3). To summarize, two different CNN networks
(one custom and another pretrained) are compared to effectively exploit the
images generated by using the encoding strategies. The goal is to compare
two different strategies (pretrained vs custom) while varying the different
encoding methods. Table 4.5 shows the performance of both models in terms
of memory usage and overall training time, where Model 1 achieves the best
results independently of the encoding method. This result is due to the larger
number of parameters to be optimized within the VGG-like model, resulting
in a larger increase in network training time.

Model Memory(kB) Training time(secs/epoch)
Model 1 470 13.7±0.1

VGG-like 73.000 37.4±0.2

Table 4.5: Memory usage and training time for both models (independently
of encoding method)

The overall performance of Model 1, a CNN, is influenced by different
combinations of encoding techniques and feature engineering approaches, as
shown in Table 4.6. The highest precision is achieved by GASF+Exp(15),
but it also leads to a large number of True Negatives. On the other hand,
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Technique F1-score Precision Recall
RP + Sum(1) 22.96±1.34 16.52±0.56 37.61±4.34

MTF + Diff(1) 21.64±0.55 15.74±0.22 34.82±2.22
GADF + Diff(7) 32.50±1.44 24.98±0.64 46.41±3.76
GASF + Exp(15) 31.04±2.09 28.03±0.46 35.01±4.84
WV + Exp(30) 26.67±1.46 21.73±0.31 35.01±5.11

Table 4.6: Performance of Model 1, based on the different image encoding
techniques and pre-processing approaches used to generate its input. It is
important to note that the number inside the parenthesis in the next tables
corresponds to the shifted feature in terms of number of days.

Technique TP FP FN TN
RP + Sum(1) 30 155 49 127

MTF + Diff(1) 28 148 52 133
GADF + Diff(7) 50 150 60 101
GASF + Exp(15) 30 75 57 199
WV + Exp(30) 27 100 54 180

Table 4.7: Model 1: Confusion matrices (median values over repeated tests)

GADF+Diff(7) produces the best results in terms of F1-Score, but with a high
number of False Positives, as indicated in Table 4.7.

Moving on to the second CNN model, the results achieved by the VGG-
16-like architecture for different combinations of feature engineering methods
and encoding techniques are shown in Table 4.8. It is evident that the combi-
nation of GASF+Exp(7) yields the highest F1-score and Precision, although
it identifies a large number of True Positives. On the other hand, RP+Sum(1)
achieves the highest Recall score but returns a significant number of False
Positives (Table 4.9).

Finally, the performances of both models on six different types of faults
according to the tag field into the PAKDD2020 Alibaba AI Ops Competition1

were investigated. The results of the investigation can be seen in Table 4.10
and 4.11. It should be noted that GAF achieved the highest results by using
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Technique F1-score Precision Recall
RP + Sum(1) 22.17±1.52 15.15±0.70 41.68±5.46

MTF + Diff(1) 20.87±0.82 14.04±0.28 41.29±4.40
GADF + Diff(7) 29.63±1.17 23.53±0.23 40.23±3.62
GASF + Exp(15) 31.59±1.25 29.58±0.22 34.03±3.13
WV + Exp(30) 26.29±1.85 22.32±0.27 32.38±5.04

Table 4.8: Performance of the VGG-like model, based on the different image
encoding techniques and pre-processing approaches used to generate its input.

Technique TP FP FN TN
RP + Sum(1) 34 182 42 103

MTF + Diff(1) 29 183 42 107
GADF + Diff(7) 45 146 66 104
GASF + Exp(15) 31 74 61 195
WV + Exp(30) 27 95 58 181

Table 4.9: VGG-like architecture: Confusion matrices (median values over
repeated tests)
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difference and exponential features over 7 and 15 days respectively. This can
be attributed to how the encoding method handles the distribution of features
over time from different perspectives (GADF and GASF), which allows for
the representation of time series data in multi-channel images.

The performance metrics of Model 1 on the six available fault types
([0,5]) based on various coding techniques and pre-processing approaches are
displayed in Table 4.11.

It is evident from the results that Model 1 surpasses VGG-like, as antici-
pated, due to its optimization for the specific tasks required.

The comparison between our best-performing CNN model, using GASF
as the image encoding method, and alternative machine learning approaches,
including LSTM, GRU, XGBoost, ResNet-50, DenseNet-121, and VGG-16,
was conducted to evaluate their effectiveness in the predictive maintenance
task.

The LSTM and GRU models each consist of two layers with 64 units and
a final softmax activation layer. These recurrent neural networks were chosen
for their reported performance in similar tasks. The XGBoost model, on the
other hand, is a gradient boosting algorithm based on decision trees, known
for its effectiveness in machine learning tasks.

In addition to the original dataset features (S.M.A.R.T. raw and normal-
ized), we also utilized some of the generated features (Shift, Relative, and
Absolute) to maximize model performance.

To assess the performance of these models, we compared them against
our CNN-based Model 1, which used GASF as the image encoding method.
This combination yielded the best results in our evaluation. The results of this
comparison are presented in Table 4.6.

Table 4.12 provides a comparison between our best model and the selected
benchmark models. Notably, Model 1 outperforms the others in terms of
F1-score and Precision, while the LSTM model exhibits the highest Recall.
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Table 4.10: Performance of Model 1 according to six different HDD fault
types, based on the different images technique and pre-processing approaches
used to generate its input.
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Table 4.11: Performance of VGG-like according to six different HDD fault
types, based on the different images technique and pre-processing approaches
used to generate its input.
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Model F1-score Precision Recall
XGBoost 40.19±0.60 30.03±0.41 60.85±1.02

LSTM 52.51±1.32 42.87±1.73 67.79±2.24
GRU 51.73±1.81 41.47±1.85 66.81±2.45

VGG-16 52.23±1.74 42.17±1.81 67.21±2.25
ResNet-50 51.91±1.71 41.38±1.75 66.92±2.32

DenseNet-121 51.22±1.83 41.16±1.87 66.24±2.47
CNN Model 1 59.24±0.39 61.15±3.18 57.62±2.61

Table 4.12: Performances of the CNN Model 1 with respect to six state-of-
the-art ones.

Model TP FP FN TN
XGBoost 83 136 51 161

LSTM 96 127 44 166
GRU 89 122 50 170

VGG-16 90 121 51 169
ResNet-50 88 121 55 167

DenseNet-121 87 123 53 168
CNN Model 1 103 67 71 190

Table 4.13: Confusion matrices (median values over repeated tests)

Model Memory usage Training time (seconds)
XGBoost 7 MB 780 (2000 estimators)

LSTM 850 kB 6 s/epoch (best at 10-th epoch)
GRU 767 kB 5 s/epoch (best at 15-th epoch)

VGG-16 8 MB 12 s/epoch (best at 21-th epoch)
ResNet-50 11 MB 14 s/epoch (best at 19-th epoch)

DenseNet-121 15 MB 8 s/epoch (best at 26-th epoch)
CNN Model 1 540 kB 91 s/epoch (best at 25-th epoch)

Table 4.14: Memory usage and training time
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Encoding Techniques Accuracy Precision Recall F1-Score
GAF+Diff(7) 0.80±0.02 0.84±0.01 0.70±0.02 0.75±0.02
MTF+Exp(7) 0.75±0.01 0.74±0.02 0.74±0.01 0.74±0.02
RP+ Exp(15) 0.87±0.02 0.86±0.01 0.88±0.01 0.83±0.01
WV+Exp(30) 0.79±0.02 0.76±0.02 0.73±0.01 0.75±0.02

Table 4.15: Performances | 3-class classification

Moreover, our CNN model achieves higher numbers of true positives and
true negatives compared to the XGBoost, GRU, LSTM, VGG-16, ResNet-50,
and DenseNet-121 models (Table 4.13).

Regarding memory usage and training time (Table 4.14), our model
demonstrates better efficiency in memory usage compared to the benchmark
models. However, the GRU model proves to be the fastest in terms of training
time.

In summary, Model 1 excels in both efficacy and efficiency compared to
the VGG-based network, mainly because the latter is a pre-trained network.

4.5.2 Results on NASA Bearing

In this section, the experimental results involving encoding techniques for
generating input images for CNN classification are discussed. The results
are presented for both labeling procedures, including binary and three-class
classification.

Three Classes Classification Results

Starting with the analysis of three-class classification results, the CNN’s
output provides the probability of a sample belonging to one of the three
classes. Table 4.15 clearly indicates that the Recurrence Plot technique
consistently outperforms others in all evaluated metrics.
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Moreover, the results presented in Table 4.15 are substantiated by the ex-
amination of confusion matrices generated from the model’s predictions using
different encoding techniques on the test set. These matrices are illustrated in
Figure 4.4, 4.5, and 4.6.

Figure 4.4: GAF Confusion Matrix | 3-class classification.

Specifically, it is evident that the network accurately identifies the first
class (LOW-RISK) when employing the RP encoding technique. However,
it struggles to distinguish between the other two classes (MEDIUM-RISK
and HIGH-RISK), as these classes exhibit similarities in their vibration signal
characteristics. This challenge arises due to the complexity of discerning
differences between these closely related classes.

As observed in Figure 4.7, the loss curve exhibits a typical pattern with a
plateau that converges to approximately 0.4 for the validation subset. This
suggests that the network has been adequately trained, but the resulting
predictions do not exhibit a high confidence level.
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Figure 4.5: MTF Confusion Matrix | 3-class classification.

Encoding Techniques Accuracy Precision Recall F1-Score
GAF+Diff(7) 0.85±0.02 0.84±0.01 0.83±0.02 0.84±0.02
MTF+Exp(7) 0.81±0.01 0.80±0.02 0.79±0.01 0.80±0.02
RP+Exp(15) 0.96±0.02 0.95±0.01 0.95±0.01 0.95±0.01
WV+Exp(30) 0.83±0.01 0.82±0.02 0.81±0.01 0.81±0.01

Table 4.16: Performances | 2-class classification

Two Classes Classification Results

In this section, the results for predicting bearing health status in two classes
using a CNN are analyzed by merging the MEDIUM-RISK and HIGH-RISK
classes into a single class, creating a 2-Band classification model. Table 4.16
demonstrates that the Recurrence Plot technique consistently outperforms
others in all metrics, even in this specific task.

Furthermore, the results presented in Table 4.16 are corroborated by the
examination of confusion matrices generated from the model’s predictions on
the test set (see Table 4.17).
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Figure 4.6: Recurrence Plot Confusion Matrix | 3-class classification.

Technique TP FP FN TN
GAF+Diff(7) 131 14 19 33
MTF+Exp(7) 138 7 17 35
RP+Exp(15) 140 5 6 46
WV+Exp(30) 139 8 16 34

Table 4.17: Confusion matrices (median values over repeated tests) | 2-class
classification

It is evident that the developed network achieves outstanding performance
when dealing with only two classes, enhancing model prediction reliability.
Specifically, the confusion matrices indicate that both the numbers of False
Positives and False Negatives are exceptionally low.

As evident from Figure 4.8, the loss curve maintains a typical shape, reach-
ing a plateau at approximately 0.2 for the validation subset. This suggests that
the network was trained effectively, and the predictions it generates exhibit a
higher percentage of accuracy compared to the scenario with 3 classes.
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Figure 4.7: Model loss with RP | 3-class classification.

Comparison with different baselines

In this section, the designed model was compared to two reference models
(see Table 4.18) for the binary classification task: the first model is an LSTM,
a commonly used architecture for time series classification in predictive
maintenance tasks. It consists of 2 layers, each containing 64 units, and a
final layer with a softmax activation function. The second reference model
is the one described in [151], which achieved the best performance on the
classification task using the NASA bearing dataset.

Model Accuracy F1-score
[151] 0.98±0.01 0.97±0.01

LSTM 0.90±0.02 0.91±0.02
Proposed CNN 0.96±0.02 0.95±0.01

Table 4.18: Performances of the three compared models.

It is important to highlight that the proposed network does not surpass
the performance of the model described in [151]. However, it achieved better
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Figure 4.8: Model loss with RP | 2-class classification

results than the LSTM network in terms of both accuracy and F1-score. Table
4.19 presents the efficiency performance of the designed model compared to
the two models examined in Table 4.18, considering factors such as model
memory size and mean training time.

Model Memory usage Training time (seconds)
[151] 5 MB 60 s/epoch (b. at 60-th ep)

LSTM 850 kB 10 s/epoch (b. at 20-th ep)
Proposed CNN 380 kB 20 s/epoch (b. at 50-th ep)

Table 4.19: Memory usage and training time

It is important to highlight that the proposed network does not surpass
the performance of the model described in [151]. However, it achieved better
results than the LSTM network in terms of both accuracy and F1-score. Table
4.19 presents the efficiency performance of the designed model compared to
the two models examined in Table 4.18, considering factors such as model
memory size and mean training time.
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4.5.3 Benefits of GAN

Despite various data augmentation strategies proposed, some, such as ro-
tating and flipping, when applied to encoded images, can distort the time
domain signal, rendering them unreasonable for use (see [152] for examples).
Therefore, the performance of the discussed methodology is analyzed when
adopting Generative Adversarial Networks (GANs). Specifically, Table 4.20
demonstrates that while GANs provide a slight performance improvement
during training, this advantage must be weighed against increased demands
on training time and memory resources.

To address the potential drawback of having failure labels still within the
minority class, a GAN was developed to augment the number of samples in
the minority class (see Figure 4.9). This GAN utilizes a CNN discriminator
to differentiate between real and generated images created by another CNN
generator, which samples from a Gaussian distribution.

Figure 4.9: GAN architecture - It consists of two sub-models, Generator
and Discriminator. The former is responsible for generating new plausible
examples from the problem domain. The second one is used to classify
examples as real (from the domain) or false (generated).
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Technique F1-Score Precision Recall

A
lib

ab
a Without GAN (GASF + Exp(15)) 31.59±1.25 29.58±0.22 34.03±3.13

With GAN (+25% fake tensors) 34.47±2.13 32.46±0.22 37.02±4.96
With GAN (+50% fake tensors) 32.52±1.24 27.43±0.66 40.16±3.91

B
ea

ri
ng Without GAN (RP + Exp(15)) 0.95±0.01 0.95±0.01 0.95±0.01

With GAN (+25% fake tensors) 0.97±0.02 0.97±0.03 0.96±0.02
With GAN (+50% fake tensors) 0.96±0.01 0.96±0.02 0.97±0.01

Table 4.20: Results of data augmentation with GAN on Alibaba HDD and
NASA Bearing datasets.

The GAN model operates by jointly training the discriminator and the
generator (as illustrated in Figure 4.10 and 4.11). The discriminator is trained
on a batch comprising half fake and half real samples, while the generator
updates its parameters based on the loss of the frozen discriminator. The
discriminator’s role is to predict the probability of assigning a given input
image to class ’0’ (fake) or ’1’ (real). Meanwhile, the generator aims to
maximize the probability of the discriminator labeling artificially generated
images as "truthful."

If the discriminator consistently predicts a low probability of truthfulness
for the artificially generated images, it results in a substantial back-propagated
error signal in the generator. Consequently, this error drives a relatively large
feedback to the generator, improving its ability to generate more convincing
"fake" samples in the subsequent batch.

The assumption about the GAN’s behavior was further substantiated by
examining the generator’s loss. To illustrate this, we present the loss data
for the HDD dataset in Figure 4.12. It’s evident from the figure that the
generator’s loss stabilizes between batch numbers 2000 and 3000, indicating
that the generator is functioning effectively.
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Figure 4.10: Discriminative
network

Figure 4.11: Generative net-
work
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Figure 4.12: Loss plot for real and fake samples, and the generator

4.5.4 Combination of Encoding strategies

Recent advancements in the literature [153, 154] have led to the application
of an ensemble of encoding techniques. This approach combines various
strategies described in Section II to enhance the model’s performance and
reliability. For each sample, a single three-channel input volume (40×40×3)
is generated by employing three different encoding strategies (GAF, MTF,
RP).

The network parameters and training procedures remain consistent with
the previous experiments, with the only modification being the network input.
Table 4.21 presents the experimental results comparing the performance of
the 1-channel and 3-channel networks. It indicates a slight increase in the
confidence interval of the combination strategy, with the loss being statistically
smaller in the second network. However, there is no statistically significant
difference in accuracy and F1 performance.
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Encoding Type Accuracy F1-score Loss
1-Channel 0.96±0.02 0.95±0.01 0.06±0.01
3-Channel 0.96±0.01 0.94±0.01 0.01±0.01

Table 4.21: Performance of 3-channel encoding

4.6 Discussion & Conclusions

In the context of industrial systems, the need for preventive maintenance and
effective monitoring techniques has grown significantly due to the increasing
complexity of these systems. Predictive maintenance has emerged as a crucial
tool for businesses and industrial settings, offering benefits such as cost
reduction, data loss prevention, and minimized downtime, especially in data
centers and mechanical component maintenance.

With the rapid digitization of industrial processes, vast amounts of real-
time data are now available for analysis. This paper aims to develop and
evaluate techniques that can harness this wealth of information effectively.
The authors propose an evaluation framework that combines various time
series encoding methods with Convolutional Neural Network (CNN) image
classifiers for predictive maintenance tasks. CNNs have demonstrated their
ability to handle challenges often encountered in predictive maintenance data,
such as missing values and sparsity.

The study explores four encoding methods and assesses two different
CNN models using the PAKDD2020 Alibaba AI Ops Competition dataset
(focused on HDD health status in data centers) and the NASA Bearing dataset
(capturing vibration signals from bearings). Additionally, the authors in-
vestigate the potential benefits of using a Generative Adversarial Network
(GAN) to enhance model performance. While the GAN does provide a slight
improvement in prediction performance, it comes at the cost of significantly
increased training time and computational resources, leading to a discussion
of the trade-offs involved.
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In a subsequent evaluation, the authors compare their best-performing
CNN model and encoding technique with three benchmarking neural network
models on the Alibaba and NASA Bearing datasets. The benchmarks include
LSTM and XGBoost models, with a particular focus on the competition-
winning XGBoost model for the Alibaba dataset, as well as LSTM and a
model from a previous study for the NASA Bearing dataset. The discus-
sion delves into the trade-offs between computational resources and model
performance across various evaluation metrics.

Overall, the results support the combined use of image encoding tech-
niques with CNN models for predictive maintenance tasks, especially when
compared to other models. However, the resource-intensive nature of CNN
models, such as longer training times, should be carefully considered. The pa-
per highlights the importance of conducting thorough cross-model evaluations
for different tasks in the predictive maintenance domain.

In summary, the proposed approach achieves comparable or superior
results to the state-of-the-art for both datasets, with a particular advantage
in terms of efficiency. Future research directions may involve exploring
tiled CNNs for improved computational efficiency, refining GAN-based ap-
proaches, investigating ensemble models for enhanced classification perfor-
mance, and incorporating Explainable AI (XAI) techniques to aid practitioners
in understanding misclassifications.



5
A predictive maintenance application in

IoT scenarios

5.1 Introduction

The current era of Industry 4.0 is characterized by the integration of modern
technologies like the Internet of Things (IoT) and Artificial Intelligence (AI)
into manufacturing and industrial practices [155]. This integration involves
the collection of vast amounts of data from smart equipment and sensors in
production environments.

Smart sensors play a pivotal role by generating data on physical parameters
and offering functionalities like self-monitoring and self-configuration. This
data is analyzed for strategic decision-making, leading to benefits such as
reduced maintenance costs, decreased machine faults, optimized spare parts
inventory, and increased production efficiency.

Maintenance procedures in industrial settings are crucial, with industries
investing in data-driven maintenance strategies [156, 157]. These strategies
can be categorized as model-driven, data-driven, or hybrid-driven. Data-
driven methods, which leverage collected data to predict machinery failures,
are particularly promising for predictive maintenance [158, 159].
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Predictive Maintenance (PdM) is a key focus, where maintenance actions
are scheduled based on sensor-reported health status. Machine learning and
deep learning techniques have become effective tools for PdM, utilizing
historical data to train models for Remaining Useful Life (RUL) estimation
and failure prediction [101, 105, 106].

However, challenges exist, including the need for computational efficiency
and real-world IoT scenarios. Deep learning models often demand significant
computational resources, limiting their deployment on equipment hardware.
Embedded AI techniques are emerging to address these challenges [160].

The chapter introduces a deep learning approach for PdM that employs
a multi-head attention mechanism. This approach offers high accuracy in
RUL estimation while maintaining low memory storage requirements, making
it suitable for direct implementation on equipment hardware. Experimental
results on the NASA dataset demonstrate its superior effectiveness and effi-
ciency compared to state-of-the-art techniques, making it a viable solution
for real-world PdM scenarios [161].

The Chapter is organized as in the following. Section 5.2 reports the
Related Work about PdM approaches and the related challenges, while Section
5.3 describes the proposed methodology together with the introduced deep
architecture for PdM task. Sections 5.4 and 5.5 present the experimental
protocol and the achieved results, respectively. Finally, Section 5.6 reports a
final Discussion together with some Conclusions and Future Work.

5.2 Related Work

Predictive maintenance has emerged as a prominent research area, with a
focus on leveraging Machine Learning (ML) and Deep Learning (DL) tech-
niques, especially in the context of IoT and AI advancements. Recent studies,
exemplified by [162] and [163], have explored data-driven methodologies
that rely on time series analysis and mining. Additionally, [164] introduced a



5.2 Related Work | 117

framework for Predictive Maintenance (PdM) that combines historical and
real-time data to continually enhance performance.

Table 5.1 provides a summary of some notable proposals in this field. It’s
evident that a majority of these approaches are built upon Long-Short Term
Memory (LSTM) networks and Convolutional Neural Networks (CNNs).
Within the realm of DL approaches, those utilizing the NASA Turbofan
Engine dataset have garnered significant interest, particularly falling into two
categories: Recurrent models and Hybrid models, as outlined in Table 5.1.
The next sections will outline the criteria for organizing the literature review,
delve into the discussed models, and elucidate how our proposed approach
addresses pertinent limitations.

5.2.1 Selection Criteria

The literature review adhered to the guidelines outlined by [165] and [166],
ensuring the systematic and high-quality conduct of research. This process
involved several key steps: formulating the research question, identifying
pertinent literature, synthesizing the findings, and presenting the results.

The primary objective was to retrieve relevant publications in the realm of
Predictive Maintenance (PdM) employing Deep Learning (DL) approaches
across various industrial contexts. Special attention was given to studies
utilizing our dataset for experimentation, as outlined in Table 5.1. Notably,
the focus was on works employing Recurrent and Hybrid network models.
Ultimately, this literature review aimed to address the key research challenges
in the PdM domain.

The search spanned the years 2017 to 2022 and encompassed articles
from both Scopus and Google Scholar. Several keywords, individually and
in combination, were employed, including "predictive maintenance," "deep
learning," "recurrent model," "hybrid," "machine learning," "attention mecha-
nism," and "multi-head attention."
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Consequently, this process yielded a collection of 21 articles, comprising
17 from Scopus and 4 from Google Scholar. An initial screening was con-
ducted based on abstracts and methodologies, followed by a comprehensive
review of full chapters for articles that utilized the NASA Turbofan Engine
Dataset.

Ref. Year Deep Learning (DL) approach

[167] 2020 Anomaly triggered Long Short-Term Memory (LSTM)
[168] 2019 Restricted Boltzmann Machine (RBM) + Long Short-Term Memory (LSTM)
[169] 2020 Long Short-Term Memory (LSTM) with attention
[170] 2019 Long Short-Term Memory (LSTM) + Convolutional Neural Network (CNN)
[171] 2020 Multi-Head Attention (MHA) + LSTM + CNN + Neural Turing Machine (NTM)
[172] 2020 Noisy Bidirectional Long Short-Term Memory (BLSTM) + CNN

Table 5.1: A summary of the most recent papers regarding NASA Turbofan
Engine Dataset.

5.2.2 Recurrent models

[167] introduced a two-component framework for predictive maintenance.
The initial component is responsible for identifying significant deviations from
the normal (healthy) state. Following anomaly detection in streaming sensor
data, the second component, an LSTM model, is activated for Remaining
Useful Life (RUL) estimation. This approach continuously monitors for
anomalies and initiates RUL estimation only upon anomaly detection.

A similar LSTM-based approach for RUL estimation was devised by
[187]. This method uncovers concealed patterns through the analysis of
sensor sequence data. Likewise, [188] employed an LSTM model with a
data-driven approach to predict failures based on real operating conditions
and dynamic loading.

[169] employed an Encoder-Decoder architecture based on LSTM, incor-
porating an attention mechanism to address lengthy sequences. Attention
mechanisms, by prioritizing specific aspects of the input while minimizing
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attention to others, enhance the training process and reveal relationships be-
tween input and output [189] (further details in Section 5.3). Similarly, [190]
introduced another LSTM-based attention mechanism to enhance the model’s
capacity to analyze sequences of signals in survival analysis. Additionally,
[191] proposed a predictive maintenance system based on an FPGA-adapted
LSTM network, aiming to concurrently reduce power consumption and man-
agement costs.

A common challenge in supervised predictive maintenance applications is
the scarcity of labeled data. [168] tackled this problem by exploring the impact
of unsupervised pre-training in RUL predictions using a semi-supervised
setup. The approach involved using a Restricted Boltzmann Machine (RBM)
in the initial layer for unsupervised pre-training. The RBM learned abstract
features from unlabeled raw input data and initialized weights, facilitating
supervised fine-tuning with LSTM to capture long-term dependencies. Finally,
a fully connected output layer was added for RUL prediction.

5.2.3 Hybrid models

[170] introduced a Hybrid Deep Neural Network Model (HDNN) consist-
ing of two parallel paths, LSTM and CNN, followed by a fully connected
layer that combines their outputs to predict the target Remaining Useful
Life (RUL). This framework employs the LSTM path to extract temporal
features, while concurrently using CNN to extract spatial features. An ex-
tension of this approach was developed by [172], introducing a dual-path
deep learning architecture trained with noisy input data (Noisy Bidirectional
LSTM - NBLSTM). They demonstrated that training on noisy data, particu-
larly with Gaussian Noise, could enhance the model’s robustness, leading to
significantly improved generalization behavior.

Recently, [171] proposed a dual-stream architecture, comprising a Multi-
Head Attention (MHA) module and a Neural Turing Machine module. In this
approach, time-series data is divided into shorter windows and labeled using
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a piece-wise linear degradation model, with a fixed maximum RUL value of
125. These windows are then input into the MHA module, which identifies
relationships between different sensor data to reveal hidden patterns. The
MHA module’s output is subsequently fed into the networks in each stream.
The features extracted by the LSTMs in the first stream and the CNN in the
second stream are concatenated with augmented features computed by the
NTM module. Finally, two stacked feedforward networks map the extracted
features to a sequence of RUL values.

[192] presented the ConvNet model, utilizing a CNN-LSTM network
to estimate the RUL of a turbofan engine while reducing the number of
parameters. On the other hand, [193] proposed a novel bi-directional gated
recurrent unit with a temporal self-attention mechanism (BiGRU-TSAM) for
RUL prediction.

Lastly, [194] introduced a hybrid multi-task deep learning approach that
integrates the strengths of CNN and LSTM networks. CNN serves as a feature
extractor, while LSTM captures long-term temporal dependency features.

5.2.4 Research Challenges in Predictive Maintenance

Despite the considerable progress made in developing predictive maintenance
approaches in recent years, several limitations have been identified:

1. Recurrent Neural Networks (RNNs), due to their inherently sequential
nature, lack parallelization within training examples.

2. The length of the time window used as input during training can pose
challenges, especially concerning vanishing and exploding gradient
problems. RNNs, including Long Short-Term Memory (LSTM) net-
works, may struggle to retain information from the early timesteps when
processing lengthy sequences, leading to issues with very long-term
dependencies.
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3. Many existing frameworks are complex and have a substantial number
of parameters, requiring significant storage space. This complexity is
often not considered, even though it is crucial for deploying predictive
maintenance models in resource-constrained hardware environments,
where memory size and power consumption are critical factors.

Therefore, there is a need to design efficient analytics for critical predic-
tive maintenance applications that can meet specific requirements, such as
reliability, low latency, privacy, and power efficiency, as highlighted in [195].

Inspired by the success of Transformer models in Natural Language Pro-
cessing (NLP), researchers have explored their applicability in other domains.
For instance, [196] introduced the SAnD (Simply Attend and Diagnose) ar-
chitecture for clinical time-series data, incorporating a masked, self-attention
mechanism, positional encoding, and dense interpolation strategies to handle
temporal order. Additionally, [176] used Transformers for time-series fore-
casting, a critical task in various scientific and engineering disciplines that
involves predicting future trends based on historical data.

The main innovation of this work is the introduction of an efficient deep
network based on multi-head attention for predictive maintenance tasks. This
model maintains high accuracy performance while significantly reducing
processing time and storage requirements. Notably, while previous litera-
ture often combined the attention mechanism with other types of networks
(e.g., LSTMs or CNNs), our proposed model relies solely on the attention
mechanism, making it an efficient solution for embedded AI applications.

5.3 Methodology

As we have seen from previous sections, tasks related to predictive mainte-
nance can be modeled as regression and classification problems. In regression,
the primary objective is to estimate the Remaining Useful Life (RUL) of ma-
chinery, while in classification, the goal is to predict the health state of the
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equipment. Data-driven techniques play a crucial role in optimizing mainte-
nance procedures and preventing downtime.

The aim of this work is to design an AI model capable of estimating
RUL from various types of equipment data. The general workflow for RUL
estimation involves:

Selecting the most suitable RUL estimation model based on the available
data and system knowledge. Training the estimation model using historical
data. Using test data similar to historical data to estimate the RUL of the test
component. In this section, the methodology is detailed, beginning with the
task definition and then presenting the model architecture, with a particular
focus on the introduced "Attention" module.

5.3.1 Model architecture

The high-level view of the proposed model architecture for the PdM task is
depicted in Figure 5.1. The architecture comprises several key components,
including positional encoding and an attention module.

Specifically, the model architecture consists of:

• Positional Encoding: This component addresses the sequential nature
of the data by incorporating information about the relative or absolute
position of time-steps in the input sequence. It helps capture temporal
dependencies.

• Attention Module: The attention module is composed of two sub-
layers with residual connections:

1. Multi-Head Attention Block: This block enables the model to
attend to different parts of the input sequence simultaneously,
capturing complex relationships between features.

2. Fully Connected Network Module: This module processes the
multi-head attention outputs to produce the final predictions.
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The positional encoding ensures that the model can account for the
order and position of time-steps in the input sequence, which is crucial
for detecting degradation trends. The attention module helps the model
capture temporal dependencies effectively.

Figure 5.1: Proposed AI architecture.

5.3.2 Positional encoding

Since the proposed model lacks recurrences, it requires a mechanism to incor-
porate the order of time-steps. Positional encoding is introduced to achieve
this. Each time-step in the input sequence is augmented with information
about its position. This positional encoding is added to each input time-step to
provide the model with a sense of order. The positional encoding is computed
using sine and cosine functions with varying frequencies, resulting in a vector
of length Nx. These functions introduce information about the position of
the time-steps in the sequence, ensuring that the model can capture the order
of events effectively. By combining positional encoding with the attention
mechanism, the model can process sequential data efficiently. The proposed
model architecture aims to address the challenges of predictive maintenance
effectively while maintaining efficiency and accuracy. It leverages positional
encoding and attention mechanisms to capture temporal dependencies and
provide reliable RUL estimations.
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5.4 Experimental Evaluation

The major innovation of this work lies in the introduction of an attention-
based deep architecture for predictive maintenance, specifically designed for
applications that require predictive models to be stored in memory-constrained
devices. To demonstrate its effectiveness compared to common recurrent
deep models, a comparison was conducted with a widely used architecture in
terms of model storage size and accuracy performance, using specific metrics.

The chosen architecture for comparison is an LSTM network with two
layers, each containing 128 units, and a final Dense layer with a ReLU
activation function for the regression task.

The comparison was conducted using the Turbofan Engine Degradation
Simulation Dataset, provided by NASA Ames Prognostics Data Repository
7. This dataset is a well-known benchmark in the Prognostic and Health
Management (PHM) field. It is generated by the C-MAPSS tool, simulating
various degradation scenarios of engines of the same type. The dataset
comprises four sub-datasets (FD001, ..., FD004) with different operating
conditions and fault modes, each including training and testing datasets.

The training dataset consists of run-to-failure sequential data collected
from 21 sensors [197]. The engines initially operate normally with varying
degrees of initial wear, and the sensors record data until a system failure
occurs.

Each row of the dataset includes 26 fields:

1. Engine ID.

2. Cycle index.

3. Three fields representing the engine’s operating condition.

4. Twenty-one sensor readings.

7https://data.nasa.gov/Aerospace/Turbofan-engine-degradation-simulation-data-set/
vrks-gjie

https://data.nasa.gov/Aerospace/Turbofan-engine-degradation-simulation-data-set/vrks-gjie
https://data.nasa.gov/Aerospace/Turbofan-engine-degradation-simulation-data-set/vrks-gjie
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The test set data differs in that the engines start in an unknown deterio-
rated state, and the sensor readings terminate before a system failure occurs.
Therefore, the objective is to predict the Remaining Useful Life (RUL) of each
engine. For evaluation purposes, the true RUL values for the test trajectories
are provided.

In the test dataset, sensory data of the system leading up to the system
failure are recorded. The task is to estimate the RUL of the engine in the
testing dataset, and the actual RUL of each data sample in the testing dataset
is provided for result validation of the proposed method.

5.4.1 Hyperparameters

To provide more insight into the model’s hyperparameters, a summary is
presented:

1. NUM_ENC: This parameter indicates the number of stacked attention
modules.

2. NUM_HEADS: It signifies the number of attention heads in the multi-
head attention mechanism.

3. KEY_DIM: This parameter denotes the dimension of the query and key
vectors. In this work, the value vector also has this dimension, although
it is not mandatory.

4. FFN_FACTOR: It regulates the number of neurons in the first layer of
the Fully Connected sublayer within each of the attention modules.

However, there are other hyperparameters, such as learning rate, batch
size, and the number of epochs, which are not specific to the proposed model
but do impact the training stage of the model.

The implementation of the proposed model was carried out in Tensorflow
2.0 using the corresponding Keras layers.
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Below, the analysis steps are summarized, followed by more detailed
explanations of each:

1. Feature selection and normalization.

2. Definition of the RUL target function.

3. Creation of time windows.

5.4.2 Feature Selection and normalization

Feature selection activities were conducted, including the removal of con-
stant columns. Specifically, the following columns were deleted: sensor1,
sensor5, sensor16, sensor18, and sensor19. Additionally, columns related to
the operational condition were removed since it was consistent across all
engines.

Figure 5.2 illustrates that sensor6 and sensor10 do not significantly con-
tribute to detecting a degradation trend. Therefore, these features were also
dropped. This holds true for the other engines as well.

The engine IDs and cycle numbers are not utilized during model training
but are crucial for creating the time windows.

Following the feature selection process, 14 columns are retained.
Considering the varying ranges of sensor measurements, a normalization

step is implemented to standardize the values and ensure unbiased contribu-
tions from each sensor reading. Specifically, min-max scaling is applied to
each sensor, scaling their values to the [0, 1] range.

5.4.3 RUL target function definition

Data obtained from the NASA UCR Repository cannot be directly employed
for training a model using supervised learning techniques since it lacks ground-
truth information. To address this limitation, various approaches have been
introduced in the literature.
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Figure 5.2: Features plot of the first engine.

In this work, the piece-wise linear degradation model is utilized. The
fundamental concept behind this strategy is straightforward. As engine failure
typically occurs gradually, it is not suitable to employ the real remaining
useful life (RUL) as the label. Instead, a degradation threshold is established,
and the period before the engine reaches this threshold is disregarded. Once
the operating time surpasses the degradation threshold, the engine’s remaining
usable life monotonically decreases. To model this process, a piece-wise linear
degradation model is adopted, based on the approach proposed by [198].

In accordance with the majority of related studies, a clip value of 125 is
set.

Figure 5.3 illustrates the distinction between the two primary RUL target
functions commonly employed.

To formalize this concept, let’s introduce some variables. Consider ni as
the total number of cycles for the i-th engine, and let xi represent the current
cycle of that engine. The RUL value for this cycle can be determined as
follows:
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Figure 5.3: Linear and Piece-Wise Linear degradation model.

• If ni− xi > 125, then the RUL value is set to a fixed value of 125.

• Otherwise, the RUL value is calculated as ni− xi.

5.4.4 Time-windows creation

To summarize the data preparation phase, the proposed model requires input
data in the form of sequential time windows. This is achieved using the sliding
window method, as illustrated in Figure 5.4. With a given window size, W ,
the total number of cycles, T , and the window stride, s, it becomes possible
to generate T −W − s time windows for each engine. During training, the
RUL value associated with a time window corresponds to the RUL of its last
timestep (cycle). This study employs various time window sizes, including
10, 20, and 30, while keeping the stride s fixed at 1.

5.4.5 Performance metrics

In this section, the evaluation metrics employed for assessment are outlined.
For the Turbofan Engine Degradation dataset, two objective metrics are
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Figure 5.4: Time windows creation.

utilized to evaluate the model’s performance: the Scoring Function and the
Root Mean Square Error (RMSE), given that it is a regression problem.

Let RUL′i and RULi represent the estimated and actual RUL, respectively,
of the ith test engine (with a total of N engines). The RMSE is expressed as
follows:

RMSE =

√
1
N

N

∑
i=1

(RUL′i−RULi) (5.1)

The Scoring function, originally introduced in [197] and now commonly
employed in Prognostic and Health Management (PHM) applications, is
utilized. By defining hi = RUL′i−RULi, this function can be expressed as
follows:

S =
N

∑
i=1

si (5.2)

where

si =

{
e
−hi
13 −1 i f hi < 0

e
hi
10 −1 i f hi ≥ 0

(5.3)
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The scoring function aims for lower values to indicate better performance.
In Figure 5.5, a plot depicts the scoring function alongside the RMSE. Notably,
the RMSE does not distinguish between early predictions (when the estimated
RUL is lower than the actual) and late predictions. However, in PHM, having
accurate RUL predictions that allow for timely maintenance before machine
failure is crucial. This characteristic is evident in the plot: as the predicted
RUL exceeds the actual, the scoring function increases exponentially. On the
other hand, if the predicted RUL is lower than the actual, it is considered an
error but with a lower rate of increase in the scoring function.

Figure 5.5: Scoring function.

5.5 Results

In this section, the results obtained from the experiments are presented and
discussed. Specifically, Table 5.3 displays the performance metrics of the
proposed model, with variations in the time window length. To ensure robust
estimations, all tests were repeated 10 times, and the means and standard
deviations were calculated. Similarly, Table 5.4 provides the performance
metrics for the LSTM network under different time window lengths.
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For the proposed model, the chosen hyperparameters are as follows:
NUM_ENC 1, NUM_HEADS 8, KEY _DIM 28, and FFN_FACTOR 517.
As for the LSTM model, it consists of 2 layers, each with 128 units. Both
models were trained using the Adam optimizer, with a maximum of 300
epochs, a batch size of 128, and a learning rate of 10e−3.

The first observation drawn from the results is that, as expected, both
models benefit from an increase in the time window length.

Performance metrics achieve their highest scores with a time window
length fixed at 30 cycles, which is reasonable as a larger number of samples
can aid in extracting a degradation pattern in the engine.

Upon analyzing the reported results, there is no statistically significant
difference between the two models in the score function when the time
window length is equal to 20 cycles (391 and 375) and 30 cycles (279 and
262). However, this difference becomes statistically significant in favor of the
proposed model when considering a time window length of 10 cycles.

Furthermore, the reported results should also be evaluated in terms of
model complexity. Table 5.5 provides the number of parameters for both
models. Notably, the proposed model achieves comparable performance to
LSTM with approximately 86% fewer parameters.

This final aspect significantly impacts two critical aspects: model storage
size and training time.

Table 5.6 reveals that the proposed model only requires 141 KB of mem-
ory, in stark contrast to the 2.5 MB needed by the LSTM network. This results
in the proposed model being 94.36

To underscore the importance of limited memory occupancy in industrial
contexts, it’s worth referencing some published work in this domain. For
instance, [199] devised a PdM strategy for embedded plant and machinery
systems. Given the inherent limitations in embedded systems regarding
computing resources, they had to strike a balance between memory occupancy,
processing speed, and accuracy. Similarly, [200] introduced "TIP4.0," a



132 | A predictive maintenance application in IoT scenarios

modular framework for PdM in IoT, with a primary objective of offering a
system capable of running on hardware with limited computational power
and memory.

Table 5.7 includes the training times for the models with varying time
window lengths. As demonstrated, the proposed model is approximately 20%
faster to train compared to the LSTM model, even though their performance
varies only slightly (an average of about 53 seconds for all tested window
lengths). While this may seem like a modest improvement, it can be signif-
icant in real-world scenarios where data have high dimensionality. In such
cases, even a small reduction in training time can have a substantial impact,
particularly in terms of ensuring the system’s scalability concerning dataset
size, as highlighted in [201].

Table 5.8 provides a comparison with state-of-the-art approaches using the
Turbofan Engine Degradation dataset as a benchmark. While our attention-
based approach may not be the top-performing method, it remains competitive,
particularly when considering the scoring function. The best results are
highlighted in bold.

Figure 5.6 and Figure 5.7 display the prediction errors for the best runs of
the proposed and LSTM models, respectively.

The horizontal axis represents the test engine’s ID, ordered in decreasing
order based on their actual RUL. For example, the engine with ID 82 in the test
dataset has the lowest RUL, and so on. The vertical axis shows RUL′i−RULi,
which is denoted as "diff" in the plots, indicating the predicted RUL (RUL′i)
for the i-th engine compared to its actual RUL (RULi).

The prediction error is consistently less than 10 when the actual RUL
values are low. However, as the actual RUL increases, the prediction error
tends to rise in both cases. This behavior may be attributed to the fact that
when the actual RUL is low, the degradation process has already started,
making it easier for the models to recognize the pattern. Conversely, when
the actual RUL is very high, the engine is assumed to be in good condition,
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and the models struggle to differentiate between engines with true RULs of
80 and 105.

Figure 5.6: Best proposed model’s prediction errors.

In summary, the analysis of the results provides several valuable insights:
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Figure 5.7: Best LSTM model’s prediction errors.

• The proposed approach achieves a high level of accuracy when com-
pared to the best-performing deep learning models in the literature.
This indicates its effectiveness in estimating RUL.
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• The model exhibits shorter training times and requires significantly less
storage capacity, making it an efficient solution suitable for implemen-
tation on hardware with resource constraints.

• Despite its validation in a limited scenario, the model demonstrates
promising results. This suggests that deploying it in a real-world In-
ternet of Things (IoT) environment could meet the requirements of
reliability, low latency, privacy, and low power consumption, as previ-
ously discussed in the literature [195].

5.6 Discussion and Conclusions

In the Industry 4.0 era, predictive maintenance (PdM) holds significant man-
agerial and practical implications, offering the potential to reduce mainte-
nance costs, prevent equipment failures, and optimize industrial operations.
Data-driven approaches, particularly those employing machine learning algo-
rithms, have gained prominence in recent years, enabling the estimation of
machinery’s remaining useful life (RUL) by analyzing historical operational
data.

A notable trend in this domain is the adoption of deep learning models,
which have demonstrated state-of-the-art results in fields like Computer Vision
and Natural Language Processing, making them applicable to PdM tasks.
However, many existing models are overly complex and ill-suited for critical
applications where resource-constrained hardware is prevalent, notably in
terms of memory capacity and power consumption. In such cases, relying on
cloud-based processing is less desirable due to the stringent requirements of
reliability, low latency, data privacy, and energy efficiency.

This work introduces a lightweight attention-based model designed to
address these challenges. The attention mechanism, known for its success
in Natural Language Processing tasks, is creatively adapted in this study to
analyze time-series data. To validate the proposed model, the well-established
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Turbofan Engine Degradation Dataset provided by NASA is used. The study
includes comparisons with the latest state-of-the-art methods on this dataset,
as well as an assessment of spatial and temporal complexity in comparison to
a standard LSTM model.

The experimental results reveal that the proposed model achieves com-
parable performance in terms of RMSE and a PHM scoring function when
compared to the recurrent LSTM model. However, the key advantage lies in
the significantly reduced number of model parameters, resulting in a much
smaller storage footprint and faster training times. This trade-off between effi-
ciency and effectiveness is particularly valuable in industrial contexts, where
optimizing the relationship between performance and resource allocation is
crucial.

In summary, the findings demonstrate that the proposed approach meets
the requirements of modern embedded AI applications. This holds significant
implications for smart manufacturing systems, where reliability, low latency,
privacy, and energy efficiency are paramount. Future research avenues may
explore the application of the attention mechanism in various predictive main-
tenance scenarios and investigate methods for providing model explanations
using eXplainable Artificial Intelligence (XAI) tools.



5.6 Discussion and Conclusions | 137

R
eference

A
pplication

dom
ain

D
L

approach
O

utputofthe
m

odel
D

ataset

[173]
A

utom
obile

A
E

+
D

N
N

E
stim

ation
ofT

B
F

of
an

autom
obile

Private

[174]
R

ailw
ay

Pow
erE

quipm
ent

L
ST

M
w

ith
residual

connections
Prediction

ofthe
next

failure
tim

e
Private

[175]
C

onveyorM
otor

G
A

F
+

C
N

N
A

class
corresponding

to:
N

o
Fault,M

inorFault
and

C
riticalFault

Private

[176]
M

otorB
earing

L
ST

M
H

ealth
Status

N
A

SA
B

earing
D

ataset

[177]
W

ind
Turbine

Texture
SignalIm

ages
+

M
ultichannelC

N
N

H
ealth

Status
ora

specific
fault

Synthetic

[178]
R

otating
M

achine
SA

E
+

L
ST

M
/

Private

[179]
R

olling
B

earing
C

N
N

+
B

id.G
R

U
+

A
ttention

m
echanism

R
U

L
Private

[180]
H

elicopter
Tim

e-series
im

aging
+

C
A

E
A

nom
aly

detection
A

irbus

[181]
M

illing
M

achine
C

utter
G

A
F

+
C

N
N

Toolw
earclass

M
illing

M
achine

D
ataset

(PH
M

10)
[182]

R
olling

B
earing

G
S

+
C

N
N

Toolw
earclass

N
A

SA
B

earing
D

ataset

[183]
H

ard
D

isk
C

N
N

-L
ST

M
A

class
indicating

w
hetherornot

an
H

D
D

is
going

to
fail

H
D

D
D

ataset

[184]
H

ard
D

isk
L

ST
M

A
class

indicating
w

hetheror
notan

H
D

D
is

going
to

fail
Z

T
E

’s
disk

dataset

[185]
H

ard
D

isk
L

ST
M

A
class

representing
the

health
state

ofthe
H

D
D

H
D

D
B

ackblaze
dataset

[186]
Industrialequipm

ent
A

utoencoder
A

nom
aly

detection
M

IM
IID

ataset

[59]
H

ard
D

isk
G

A
F

+
C

N
N

A
class

representing
the

health
state

ofthe
H

D
D

H
D

D
B

ackblaze
dataset

Table 5.2: A summary of the most recent Chapters regarding Deep Learning
models for predictive maintenance.
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TW [Cycles] RMSE Score

10 18,92±0,26 1290±42
20 14,40±0,21 391±17
30 13,50±0,30 279±23

Table 5.3: Performance metrics of the proposed model varying the Time
Window length.

TW [Cycles] RMSE Score

10 19,73±0,46 1521±44
20 14,76±0,28 375±37
30 13,11±0,36 262±20

Table 5.4: Performance metrics of the LSTM network varying the Time
Window length.

TW [Cycles] Proposed approach Standard LSTM

10 28233 204929
20 28373 204929
30 28513 204929

Table 5.5: Number of parameters comparison.

Proposed approach Standard LSTM

141 KB 2,5 MB

Table 5.6: Models’ storage size.

TW [Cycles] Proposed approach Standard LSTM

10 217,68±4,04 [s] 272,54±3,81 [s]
20 235,08±1,69 [s] 290,21±2,83 [s]
30 273,34±2,99 [s] 323,67±16,50 [s]

Table 5.7: Comparison of training times by varying the time window (TW)
between proposed model and LSTM network.
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Authors DL approach RMSE Score

[172] Noisy BLSTM + CNN 11,36±0,09 226±3
[169] LSTM with attention 11,44 263
[168] RBM + LSTM 12,10 251
[170] LSTM + CNN 12,22±0,04 288±4
[202] CNN + LSTM 12,46 535

Standard LSTM LSTM 13,11±0,36 262±20
Proposed approach Attention-based 13,50±0,30 279±23

[167] Anomaly triggered LSTM 17,63 424
[171] MHA + LSTM + CNN + NTM / 275

Table 5.8: Comparison with state-of-the-art approaches.





Part III

Time Series forecasting in FinTech
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In this Part III, two approaches applied in the context of Fintech, specifi-
cally focusing on stock market prediction, are presented.

The Chapter 6 introduces a stock forecasting framework that integrates
textual user-generated content and financial data as inputs into various deep
learning models. A case study centered around GameStop is conducted, ex-
amining various deep learning models and assessing how textual information
gleaned from prominent OSNs (Twitter and Reddit) can impact the stock
prediction module’s performance. The analysis underscores the significance
of analyzing user-generated content sourced from diverse OSNs in the context
of stock forecasting, even in the presence of dynamic user opinions that may
pose challenges to the stock prediction task.

Instead, Chapter 7 developed a system dedicated to Stock Price Predic-
tion, with the primary objective being the evaluation of market-derived data
encompassing elements such as supply, demand, and exchanges as effective
predictors of market trends, using Machine Learning (ML) and Deep Learning
(DL) models. Furthermore, this investigation seeks to determine whether
augmenting this data with sentiment analysis drawn from news sources and
online communities can provide additional insights into stock price prediction.
Prior to their introduction, a theoretical background is presented to facilitate
comprehension for the reader.

Background

This Section summarizes a combination of Machine Learning algorithms and
Neural Networks as predictive models, which were used in Chapters 6 and 7.

Random Forest Random Forest, proposed by Breiman [203] is a widespread
ensemble learning method that combines the predictions of multiple decision
trees to make more accurate predictions. The main idea behind Random
Forest is to train many decision trees on random subsets of the training data
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and features, and then combine their predictions by averaging or taking the
majority vote.

The individual decision trees in a Random Forest are trained on random
subsets of the training data, which helps to reduce overfitting and improve
generalization. Each decision tree is trained to predict the target variable
based on a random subset of the input features, which helps to increase
diversity among the trees and reduce correlation. The final prediction of the
Random Forest is typically obtained by averaging or taking the majority vote
of the predictions of the individual trees. Random Forest can handle both
classification and regression tasks, and is robust to noisy and missing data.

To train a single decision tree, we recursively partition the input space into
rectangular regions, based on the values of the input features. Each partition
is defined by a decision rule of the form:

x j ≤ tk (5.4)

where x j is the value of the jth feature, and tk is a threshold value.

To find the optimal partition for each node of the decision tree, we choose
the feature and threshold that minimize a cost function C, such as the Gini
index or information gain:

C =
n

∑
i=1

pi(1− pi) (5.5)

where n is the number of classes, and pi is the proportion of training
examples in class i in the current node.

To build a Random Forest, we train T decision trees on random subsets of
the training data and features. For each tree t, we sample m features from the
total p features, where m << p. This helps to increase diversity among the
trees and reduce correlation.
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m << p, T decision trees trained on random subsets of data and features
(5.6)

To make a prediction for a new example, we pass it through each decision
tree in the forest, and obtain a set of T predictions. The final prediction
is obtained by averaging (for regression) or taking the majority vote (for
classification) of the individual predictions.

Final prediction =

 1
T ∑

T
t=1 ft(x), regression

mode({ ft(x)}), classification
(5.7)

where ft(x) is the prediction of the tth decision tree on the input example
x.

In practice, Random Forest has been shown to be effective on a wide range
of problems, including image classification [204], text classification [205],
and regression analysis [206]. It has become a popular choice for machine
learning tasks due to its robustness, scalability, and ease of use.

Gradient Boosting Gradient Boosting is a popular ensemble learning tech-
nique used in supervised learning tasks, particularly in regression and classifi-
cation problems. It involves constructing a series of weak prediction models
and iteratively refining them to improve the overall predictive performance
of the model. The technique works by iteratively adding new models to
the ensemble, with each new model attempting to correct the errors of the
previous models.

The key idea behind gradient boosting is to optimize a loss function using
gradient descent, where the gradient is computed with respect to the output
of the current ensemble of models. This approach allows gradient boosting
to effectively handle complex datasets with high-dimensional input features,
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noisy or missing data, and nonlinear relationships between the input features
and the output variable.

The origin of gradient boosting can be traced back to the work of Friedman
[207], who introduced the concept of boosting decision trees using gradient
descent. Since then, gradient boosting has become a widely-used technique in
machine learning, with a variety of implementations and extensions developed
over the years.

The objective function to be minimized in gradient boosting is typically
defined as a sum of loss functions over all training examples:

L =
n

∑
i=1

L(yi,F(xi)) (5.8)

where n is the number of training examples, yi is the true label of the ith
example, xi is the input feature vector of the ith example, F(xi) is the current
prediction of the ensemble model on the ith example, and L is a loss function
that measures the difference between the predicted and true labels.

The gradient of the objective function with respect to the output of the
current ensemble model F(x) can be computed as:

∂L

∂F(xi)
=

n

∑
j=1

∂L(y j,F(x j))

∂F(xi)
(5.9)

To update the ensemble model, a new weak learner h(x) is fit to the
negative gradient of the loss function:

ri j =−
∂L(yi,F(xi))

∂F(xi)
, ∀i = 1, . . . ,n (5.10)

h j(x) = argmin
h∈H

n

∑
i=1

(h(xi)− ri j)
2 (5.11)
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where H is the space of possible weak learners, and ri j is the residual
error between the predicted value and the true label for the ith example using
the current ensemble model.

The weak learner is then added to the ensemble model by multiplying
its predictions by a small learning rate ν and adding them to the current
predictions:

F(x)← F(x)+νh(x) (5.12)

Extremely Randomized Trees (ExtraTrees) ExtraTrees is a ML algorithm
that belongs to the ensemble family of methods. It was first introduced by
Geurts et al. [208].

ExtraTrees is an extension of the popular Random Forest algorithm, which
builds a collection of decision trees and aggregates their predictions to make a
final prediction. In contrast, ExtraTrees introduces additional randomness by
randomly selecting a subset of candidate features at each node of the decision
tree and randomly selecting the splitting thresholds. This extra randomness
leads to a more diverse set of decision trees and can improve the performance
of the algorithm.

The training process of ExtraTrees can be summarized as follows. Given
a training set {(x1,y1), . . . ,(xn,yn)}, where xi is a feature vector and yi is a
label, the algorithm generates a collection of T decision trees, where each tree
is trained on a bootstrap sample of the training set and a randomly selected
subset of features. For each node of each tree, a random subset of features is
selected, and a splitting threshold is chosen at random. The best split among
the randomly chosen ones is selected to split the node, and the process is
repeated recursively until all the nodes are pure or until a stopping criterion is
met.

The final prediction of the ExtraTrees algorithm is obtained by aggregating
the predictions of the individual trees. For regression tasks, the predictions are
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simply averaged over the trees, while for classification tasks, the predictions
are combined using voting or weighted voting.

The performance of ExtraTrees depends on the number of trees T , the
number of randomly selected features, and the number of randomly chosen
thresholds. Generally, increasing the number of trees and the number of
features can improve the performance of the algorithm, but at the cost of
increased computational complexity.

In summary, ExtraTrees can improve the performance of decision tree
ensembles by introducing additional randomness in the tree building process.
It has been shown to be effective in a wide range of applications, including
image classification [209], speech recognition [210], and anomaly detection
[211].

Least Absolute Shrinkage and Selection Operator (Lasso) Lasso is a
regularization technique used in linear regression to prevent overfitting and
select important features. It was first introduced by Tibshirani [212].

The Lasso technique adds a penalty term to the least squares cost function
that encourages the coefficients of the less important features to be set to zero.
This results in a sparse solution that selects only the most important features
and avoids overfitting. The penalty term is defined as the L1 norm of the
coefficient vector.

The optimization problem can be written as follows:

min
β0,β

n

∑
i=1

(yi−β0−
p

∑
j=1

xi jβ j)
2 +λ

p

∑
j=1
|β j| (5.13)

where yi is the target variable, xi j is the jth feature of the ith observation,
β j is the corresponding coefficient, β0 is the intercept, and λ is a hyperparam-
eter that controls the strength of the penalty. The first term is the least squares
cost function, and the second term is the L1 penalty term.

The Lasso algorithm solves the above optimization problem using coordi-
nate descent, which updates the coefficients sequentially while holding the
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other coefficients fixed. This makes the algorithm computationally efficient
and allows for high-dimensional data.

The performance of the Lasso algorithm depends on the value of the
hyperparameter λ , which controls the trade-off between the fit of the model
and the sparsity of the solution. A larger value of λ results in a sparser
solution, while a smaller value of λ allows for more features to be included
in the model.

In summary, Lasso is a powerful regularization technique that can prevent
overfitting and select important features in linear regression. It has been
shown to be effective in a wide range of applications, including genetics
[213], finance [214], and image processing [215].

Long Short-Term Memory (LSTM) LSTM is a type of recurrent neural
network (RNN) that is capable of learning long-term dependencies and has
become popular in various fields such as natural language processing, speech
recognition, and image captioning. The LSTM architecture was introduced
by Hochreiter & Schmidhuber in [216].

The key feature of LSTM is its ability to selectively remember or forget
information from previous time steps. This is achieved through the use of
memory cells and gates. The memory cell is a vector that stores information
over time, and the gates are used to control the flow of information into and
out of the cell.

The LSTM architecture consists of four main components: the input gate,
the forget gate, the output gate, and the cell state. The input gate controls
the flow of information from the input at the current time step into the cell
state. The forget gate controls the flow of information from the previous cell
state into the current cell state, allowing the LSTM to selectively forget or
remember information from the past. The output gate controls the flow of
information from the cell state to the output at the current time step.

The equations for the LSTM architecture are as follows:
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ft = σ(Wf [ht−1,xt ]+b f ) (5.14)

it = σ(Wi[ht−1,xt ]+bi) (5.15)

C̃t = tanh(WC[ht−1,xt ]+bC) (5.16)

Ct = ft⊙Ct−1 + it⊙C̃t (5.17)

ot = σ(Wo[ht−1,xt ]+bo) (5.18)

ht = ot⊙ tanh(Ct) (5.19)

where xt is the input at time step t, ht−1 is the output of the LSTM at the
previous time step, σ is the sigmoid activation function, ⊙ denotes element-
wise multiplication, Wf ,Wi,WC,Wo are weight matrices, and b f ,bi,bC,bo are
bias vectors.

The forget gate ft and input gate it are computed using the sigmoid
function and control the flow of information into and out of the cell state.
The candidate values C̃t are computed using the hyperbolic tangent function
and are used to update the cell state Ct . Finally, the output gate ot controls
the flow of information from the cell state to the output, and the output ht

is computed by taking the element-wise product of the output gate and the
hyperbolic tangent of the updated cell state.

In summary, LSTM is a type of recurrent neural network that is capable
of learning long-term dependencies by selectively remembering or forgetting
information from previous time steps. The architecture uses memory cells
and gates to control the flow of information and has become a popular choice
for a wide range of applications [217].

Bidirectional LSTM Bidirectional Long Short-Term Memory (BiLSTM)
is a type of neural network that combines the forward and backward infor-
mation flow of two Long Short-Term Memory (LSTM) networks to model
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temporal dependencies in both forward and backward directions. BiLSTM
was introduced by Schuster & Paliwal in [218].

The BiLSTM architecture consists of two LSTMs, one processing the
input sequence in the forward direction and the other processing it in the
backward direction. The outputs of both LSTMs are then concatenated at each
time step to produce the final output. The use of both forward and backward
information allows the BiLSTM to capture not only past dependencies but
also future dependencies in the input sequence.

The equations for the BiLSTM architecture are as follows:

−→
ht = LSTM(xt ,

−−→
ht−1)

←−
ht = LSTM(xt ,

←−−
ht+1) ht = [

−→
ht ;
←−
ht ] (5.20)

where xt is the input at time step t,
−−→
ht−1 is the hidden state of the forward

LSTM at the previous time step, and
←−−
ht+1 is the hidden state of the backward

LSTM at the next time step. [·; ·] denotes concatenation of vectors.
The forward and backward LSTMs are identical to the standard LSTM,

with the exception that the backward LSTM processes the input sequence in
reverse order. The output of the BiLSTM at each time step is the concatenation
of the forward and backward LSTM outputs.

BiLSTM has been shown to be effective in various applications such
as speech recognition [219], natural language processing [220], and image
captioning [221], where the modeling of both past and future dependencies is
important.

Gated Recurrent Unit (GRU) Gated Recurrent Unit (GRU) is a type of
recurrent neural network that is designed to address the vanishing gradient
problem and allow for efficient modeling of long-term dependencies. GRU
was introduced by Cho et al. in [222].

The GRU architecture is similar to Long Short-Term Memory (LSTM),
but with fewer parameters and a simpler gating mechanism. The GRU unit
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has a reset gate and an update gate, which control how much information is
passed from the previous time step and how much information is updated
based on the current input. The update gate allows the GRU to selectively
update the hidden state based on the input, while the reset gate allows the
GRU to forget previous information that is no longer relevant.

The equations for the GRU unit are as follows:

zt = σ(Wzxt +Uzht−1) (5.21)

rt = σ(Wrxt +Urht−1) (5.22)

h̃t = tanh(Whxt +Uh(rt⊙ht−1)) (5.23)

ht = (1− zt)⊙ht−1 + zt⊙ h̃t (5.24)

where xt is the input at time step t, ht−1 is the hidden state at the previous
time step, σ is the sigmoid activation function, ⊙ denotes element-wise
multiplication, and Wz,Wr,Wh,Uz,Ur,Uh are weight matrices to be learned.

The update gate zt determines how much of the previous hidden state to
keep and how much of the new candidate hidden state h̃t to incorporate. The
reset gate rt determines how much of the previous hidden state to forget and
how much of the new input to use for the new candidate hidden state h̃t .

GRU has been shown to be effective in various natural language process-
ing tasks, such as language modeling [223], machine translation [224], and
sentiment analysis [225], as well as in other applications such as image and
speech recognition [226].

Bidirectional GRU Bidirectional Gated Recurrent Unit (BiGRU) is an
extension of GRU that incorporates information from both past and future
contexts in the input sequence. BiGRU was first introduced by Graves &
Schmidhuber in [227]. BiGRU consists of two separate GRUs, one processing
the input sequence forward and one processing the input sequence backward.
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The output of each GRU is concatenated at each time step, providing a
context window that includes information from both past and future. The
forward and backward GRUs have their own set of weights, which are learned
independently during training.

The equations for the forward GRU unit are as follows:

zt = σ(W f
z xt +U f

z h f
t−1) (5.25)

rt = σ(W f
r xt +U f

r h f
t−1) (5.26)

h̃ f
t = tanh(W f

h xt +U f
h (rt⊙h f

t−1)) (5.27)

h f
t = (1− zt)⊙h f

t−1 + zt⊙ h̃ f
t (5.28)

The equations for the backward GRU unit are as follows:

zt = σ(W b
z xt +Ub

z hb
t+1) (5.29)

rt = σ(W b
r xt +Ub

r hb
t+1) (5.30)

h̃b
t = tanh(W b

h xt +Ub
h (rt⊙hb

t+1)) (5.31)

hb
t = (1− zt)⊙hb

t+1 + zt⊙ h̃b
t (5.32)

where xt is the input at the time step t, h f
t−1 is the hidden state of the for-

ward GRU at the previous time step, hb
t+1 is the hidden state of the backward

GRU at the next time step, σ is the sigmoid activation function, ⊙ denotes
elemental multiplication, and W f

z ,W
f

r ,W
f

h ,U
f

z ,U
f

r ,U
f

h are weight matrices
for the forward GRU, and W b

z ,W
b
r ,W

b
h ,U

b
z ,U

b
r ,U

b
h are weight matrices for the

backward GRU.

The output of the Bi-GRU at each time step is the concatenation of the
forward and backward hidden states:
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ht = [h f
t ,h

b
t ] (5.33)

BiGRU has been shown to be effective in various natural language pro-
cessing tasks, such as part-of-speech tagging, named entity recognition, and
sentiment analysis [220].

S-LSTM is a sequence of LSTM layers stacked on top of each other so that
the output of each layer is the input of the next one. This allows the network
to build a hierarchical representation of the input, where each layer is able to
extract more abstract features from the data.
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Forecasting the stock market leveraging

social media data

6.1 Introduction

In recent years, there has been a growing interest in stock market analysis,
driven by investors looking to profit from financial markets [228–230].

The stock market’s fluctuations have a significant impact on the social and
economic conditions of both individuals and countries [231]. It affects a wide
range of industries, including communication, banking, home appliances,
medicine, transportation, and civil aviation. However, the stock market is
known for its high degree of nonlinearity and dynamism [232, 233], mak-
ing investment decisions challenging. Additionally, the market’s dynamic
price fluctuations and chaotic behavior pose substantial challenges for price
forecasting [234].

Over the past decade, researchers have developed various machine learn-
ing models to address stock market forecasting [235]. Notably, there has been
a growing trend toward using deep learning models for stock forecasting, with
promising results [236]. These models leverage historical financial data and
have shown effectiveness in predicting stock market trends.
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However, the stock market is also influenced by contextual events, such
as financial news, user opinions, and investor decisions [229]. These factors
contribute to the market’s dynamic and nonlinear nature. To address this
complexity, researchers have explored information fusion strategies for stock
price and trend prediction [237].

The rise of Online Social Networks (OSNs) has had a profound impact on
investor and consumer behavior in the stock market [228, 238, 239]. Recent
studies [240, 241] have investigated the role of social media information in
understanding investor behavior and predicting market trends. This became
especially evident during the Gamestop (GME) squeeze event in early 2021,
where online discussions and debates on platforms like Reddit influenced
millions of novice traders, leading to significant market disruptions. The price
of GME surged by a staggering 1700% during this period, causing substantial
losses for major investors like Melvin Capital.

This chapter aims to explore how content shared on OSNs can impact
investor decisions and, consequently, stock market forecasting. It does so
by integrating historical financial data with social media data and evaluating
their combined effect on prediction outcomes.

The chapter is structured as follows: Section 6.2 provides an overview
of state-of-the-art approaches in stock prediction. Section 6.3 presents the
proposed methodology, which integrates user-generated content from Online
Social Networks (OSNs) with historical financial data. Section 6.4 outlines
the experimental protocol, including hyperparameter optimization for training
the stock forecasting model. Section 6.5 presents the obtained results and dis-
cusses key findings. Finally, Section 6.6 offers a summary of the methodology
and results, along with insights into potential future research directions.
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6.2 Related Work

In recent years, stock market prediction has become a prominent challenge
in the finance domain [231, 242]. Despite the Efficient Market Hypothesis
theory suggesting that consistently outperforming the market is impossible,
researchers and practitioners have been actively developing approaches and
methodologies to assist traders in achieving financial gains within the stock
market [243].

Early stock forecasting approaches primarily relied on statistical methods
[244, 245], which yielded subpar results due to the stock market’s high volatil-
ity and nonlinearity [246, 232]. This inherent complexity posed significant
challenges for investors seeking profits from their investments.

The proliferation of Artificial Intelligence (AI) models in the financial
domain [247, 243] has offered opportunities for investors to gain profits. Ma-
chine learning models have been extensively developed for stock forecasting
[228], with deep learning-based models gaining prominence due to the grow-
ing volume of financial data [235, 248, 249]. While deep learning models
have shown promise in stock market prediction [236], their applications have
limitations, as highlighted by Thakkar and Chaudhari [229].

The dynamic and nonlinear nature of the stock market necessitates the
consideration of various data sources, such as financial news and content
from Online Social Networks (OSNs) [234]. Some approaches have focused
on analyzing news for stock forecasting but faced challenges due to the
costly and time-consuming nature of news collection [250]. Others, like Zhai
and Zhang [251], proposed LSTM-based forecasting models that combine
historical data with features extracted from news using Deep Text Mining
methods. Bayesian inference-based approaches, such as the one presented
by Colasanto et al. [252], utilize polarity scores inferred from news through
models like AlBERTo. In [253], authors propose an approach that investigates
news related to homogeneous clusters of companies to integrate information
from these clusters with the target company’s data. Ray et al. [254] combined
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Bayesian Structural Time Series with LSTM to investigate the influence of
news sentiment on short-term stock price forecasting.

While news content can provide technical input, information shared on
OSNs often exerts a more significant influence on user opinions [255]. Sev-
eral approaches have integrated information from OSNs into stock prediction
processes, as demonstrated by [238]. The rapid spread of information and
related user opinions on OSNs has been observed across various domains
[256, 257], emphasizing the importance of affective factors [258]. Jing et al.
[259] designed an LSTM-based approach to predict stock prices by combining
historical financial data with investor sentiment. In [240], authors integrated
semantic features extracted using the BERT model, external structural charac-
teristics inferred by Node2vec, and Tweet embeddings into a deep learning
model with an attention mechanism, alongside historical stock prices. Lu et
al. [241] used an Artificial Neural Network to predict stock market crises,
combining market indicators, mixed-frequency investor sentiment, and histor-
ical data. Zheng et al. [260] investigated the collective behaviors of Reddit
users, analyzing topics and user sentiment through interaction networks.

Despite the myriad approaches proposed in the literature, challenges
persist due to the inherent nonlinear and dynamic behavior of the stock
market. The key novelties relative to existing state-of-the-art analyses and
approaches include:

• Adoption of a multi-modal approach, combining historical stock prices
and sentiment time series, in contrast to [229], which focuses solely on
analyzing AI models and heuristics using historical financial data.

• Correlation of information extracted from social networks with histori-
cal stock price data for stock prediction, while [260] primarily focuses
on the analysis of social behavior during the GameStop squeeze event.

• Investigation of two different social networks to uncover potential
correlation patterns, compared to [240, 260], which predominantly
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focuses on a single social network (Twitter and Reddit, respectively),
and [259], which concentrates on a specific investor forum.

• Extraction of three distinct time series for inferring daily sentiment
(positive/neutral/negative) relative to a stock, as opposed to [240, 260],
which amalgamate sentiment scores into a single value.

6.3 Methodology

In this section, the proposed framework for stock forecasting is described in
detail, as depicted in Figure 6.1. The framework aims to combine content
information from various Online Social Networks with historical financial
data to predict the next-day stock opening price.

The framework comprises three main steps:

1. Data Collection: In the first step, information is collected from multiple
data sources (represented as number 1⃝ in Figure 6.1).

2. Pre-processing: Subsequently, different pre-processing operations are
applied to the collected data (number 2⃝ in Figure 6.1).

3. Prediction Module: The pre-processed data is then fed as input into
the prediction module (number 3⃝ in Figure 6.1), which is responsible
for forecasting the next-day stock opening price.
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Figure 6.1: Overview of the proposed framework, which relies on three main
steps: Data ingestion, Pre-processing and Stock forecasting.

Figure 6.2: Description of the task in which different time series may be
considered to forecast next day stock price.

The task involves utilizing diverse data sources, which include historical
market data and textual content from various social media platforms [261].
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The purpose of combining these different data sources is to enhance the
accuracy of market predictions by taking into account its non-linear nature
and high volatility. Figure 6.2 illustrates the heterogeneous data sources used
in this task.

6.3.1 Data ingestion module

The first stage of the framework, as depicted in Figure 6.1, focuses on gather-
ing data from various sources such as Online Social Networks and dedicated
portals, in order to provide multiple perspectives on a single stock. To obtain
user-generated text content from OSNs like comments, tweets, and posts,
standard information retrieval methods are utilized. This involves the use
of specific APIs (snscrape 8 and pushshift pushshift9) with different crite-
ria based on the selected OSNs (e.g., keyword lists for Twitter or specific
subreddits for Reddit).

Concurrently, financial data is crawled from dedicated portals, which con-
tain historical market prices and transaction volume statistics. The historical
financial information is collected using the yfinance API yfinance10, and takes
into account seven different features: open price, high price, low price, close
price, adjusted price, close price, and volume.

6.3.2 Pre-processing module

The objective of the second module of the framework is to perform pre-
processing and Sentiment analysis operations. First, special characters, sym-
bols (e.g. @ , \, or #), and Uniform Resource Locators (URLs) are removed
from user generated content as they do not affect user sentiment. Then, the
roBERTa model is used to assign three sentiment scores (positive, neutral, and

8https://github.com/JustAnotherArchivist/snscrape
9https://github.com/pushshift/api

10https://pypi.org/project/yfinance/

https://github.com/JustAnotherArchivist/snscrape
https://github.com/pushshift/api
https://pypi.org/project/yfinance/
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negative) to each comment ci ∈C (where C is the set of comments). Finally,
the comments are aggregated daily to create three different time series which
are then used as input for the Stock forecasting module.

Additionally, historical financial data is normalized using the min-max
operation to scale the values in the range [0,1]. These normalized values are
then used as input for the prediction module.

In summary, this module generates three distinct time series for each
analyzed OSN, representing the daily sentiment scores for positive, negative,
and neutral sentiments. It also produces a multivariate time series for the
historical financial data as its output.

6.3.3 Stock forecasting module

The aim of the last module is forecasting the stock price for the next day. This
is achieved by combining historical financial values and sentiment scores to
enhance the accuracy of the prediction module. It should be noted that in
Figure 6.1, one or more data sources can be chosen to assist the forecasting
process. This process depends on five distinct deep learning models - Long
Short Term Memory (LSTM), Gated Recurrent Unit (GRU), Bidirectional
LSTM (Bi-LSTM), Bi-GRU, and Stacked-LSTM (S-LSTM) - to handle the
given task.

6.4 Experimental analysis

In this section, a comprehensive description of the experimental analysis
is provided, which was conducted to evaluate the approach across various
datasets and time window lengths (refer to Section 6.4.1). Furthermore, the
detailed process of hyper-parameter optimization employed to optimize each
deep learning model used in the forecasting module is presented in Section
6.4.2.
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6.4.1 Experimental protocol

The analysis’s goal is to evaluate the efficiency and effectiveness of the
proposed methodology. It also aims to investigate the impact of user-generated
content published on Online Social Networks on stock prediction.

In summary, two analyses were conducted using different datasets and
time window lengths:

• The efficiency of each deep learning model in terms of training time
was assessed.

• The effectiveness of the proposed methodology was measured by com-
paring different deep learning models using Root Mean Square Error
(RMSE), as defined in equation 6.1. Specifically, the cumulative RMSE
for the validation set was calculated, while the test set was evaluated in
terms of day-by-day RMSE.

RMSE =

√
N

∑
i=1

(Predictedi−Actuali)2

N
(6.1)

Furthermore, each model has undergone optimization through the imple-
mentation of a greedy search, where the learning rate (∈{0.01,0.001,0.0001})
and batch size (∈ {16,32,64,128,256}) were varied.

Various datasets have been constructed to investigate different real-world
scenarios related to GameStop (GME) stock, based on the time span between
January 1, 2021, and December 31, 2021. These datasets can be categorized
as follows: i) only financial data obtained from Yahoo! Finance, ii) data
obtained from both Yahoo! Finance and Twitter, iii) data obtained from both
Yahoo! Finance and Reddit, and iv) consideration of data from all available
sources (Yahoo! Finance, Twitter, and Reddit). The characteristics of these
datasets are presented in Table 6.1.
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Dataset Amount Data type Average STD
Twitter 893,400 Tweet 2247.67 652.26
Reddit 41,436 Forum comments 113.52 19.21

Yahoo!
Finance

2,184
Open Price;High Price;Low Price;

Close Price Adj Price;
Close Price;Volume

1 1

Table 6.1: Dataset characterization of the collected dataset based on the time
span between January 1, 2021 and December 31, 2021. It is worth to note
that the average and standard deviation are daily computed.

The methodology has been implemented on Google Colaboratory 11, in
which deep learning models have been built by using Keras12, TensorFlow
V213 and pyts14 for time series analysis.

6.4.2 Hyperparameter optimization

In this section, the hyper-parameter optimization made for each model is
described, with the aim of identifying the best parameters by performing
a grid search. This search considers 15 different configurations, which are
detailed in Table 6.2.

11https://colab.research.google.com/
12https://keras.io/
13https://www.tensorflow.org/
14https://pyts.readthedocs.io/

https://colab.research.google.com/
https://keras.io/
https://www.tensorflow.org/
https://pyts.readthedocs.io/
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Configuration Hyperparameters
Batch size Learning rate

1 16 0.01
2 16 0.001
3 16 0.0001
4 32 0.01
5 32 0.001
6 32 0.0001
7 64 0.01
8 64 0.001
9 64 0.0001
10 128 0.01
11 128 0.001
12 128 0.0001
13 256 0.01
14 256 0.001
15 256 0.0001

Table 6.2: Hyper-parameter configurations used during the grid search strategy
for each model.

The hyper-parameter optimization was performed by varying the time
window size to evaluate its effect on stock forecasting. The results for time
windows of 8 and 16 days are shown in Figure 6.3 and 6.4 (6.5 and 6.6). It is
evident that configurations 1, 4, 5, 6, and 12 exhibit a balance between effi-
ciency and efficacy. Furthermore, the models trained on 16 days outperformed
those trained on 8 days, leading to a focus on the longer time window.

In terms of model efficacy, the GRU model generally had shorter training
times compared to the other models. However, in the case of the dataset
integrating data from both social networks and historical financial data, the
LSTM model was the fastest but less effective than GRU. Configurations
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Figure 6.3: Running time analysis varying datasets and fixed time window
equal to 8.

3, 4, and 5 achieved significantly faster training times with GRU, while
configurations with a batch size of 16 showed similar efficiency. The best
configurations considering both efficiency and effectiveness were GRU with a
batch size of 16 and learning rate of 0.01 and LSTM with a batch size of 128
and learning rate of 0.0001. Both models were slightly better than GRU with
a 16-day time window in terms of efficiency but significantly less effective.

Lastly, Figure 6.7 illustrates the characteristics of each deep learning
model at the end of the hyper-parameter optimization phase, including the
number of layers and trainable parameters.

6.5 Results

In this section, the effectiveness results once the hyper-parameter optimization
of each model is performed, as detailed in Section 6.4.2, are discussed. The
table 6.3 depicts the mean and standard deviation of RMSE evaluated on the
test set.
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Figure 6.4: RMSE training set varying datasets and fixed time window equal
to 8.

YF YF+Reddit YF+Twitter YF+All
Models Mean STD Mean STD Mean STD Mean STD

16
da

ys

GRU 2.552 0.523 3.541 0.244 4.717 0.378 6.147 0.519
LSTM 3.965 1.039 6.374 1.109 4.323 0.992 6.530 0.698
S-LSTM 6.007 0.258 6.897 0.625 6.025 0.672 5.907 0.467
B-LSTM 3.437 0.185 6.767 1.003 4.854 1.279 6.201 0.862
B-GRU 3.410 0.469 5.661 0.241 4.240 0.314 4.894 0.128

8
da

ys

GRU 4.570 0.738 6.723 1.599 4.688 1.040 8.819 0.292
LSTM 3.834 0.151 7.694 0.624 5.100 0.429 10.101 1.229
S-LSTM 5.858 0.776 6.476 0.089 5.401 0.169 8.588 0.904
B-LSTM 4.036 1.073 5.201 0.160 4.396 0.092 4.649 0.124
B-GRU 3.889 0.283 7.154 0.224 4.539 0.029 8.712 2.666

Table 6.3: Results of each deep learning model in terms of RMSE over the
entire test set. In particular, YF and All stand for Yahoo Finance and both
OSNs, respectively.
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Figure 6.5: Running time analysis varying datasets and fixed time window
equal to 16.

Despite the consideration of the influence of OSNs on different tasks by
Zheng et al. [260], the best results in terms of RMSE on the entire set are
achieved using only financial data. In terms of models, it is evident that GRU
achieves better results when considering the 16-day window due to its ability
to discard long-term information, while LSTM performs better on the 8-day
window by considering the temporal relationship over the entire analysis
period. When it comes to social networks, Reddit provides more information,
as evidenced by the observed effect of squeeze in some subreddits [262, 263].

Furthermore, more insight about the obtained results has been provided
by investigating the day-by-day RMSE evaluated on the test set considering
all the possible datasets. Specifically, the number of tweets and comments
that have been published on Twitter and Reddit in the days of the test set are
shown in Figure 6.8, respectively.
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Figure 6.6: RMSE training set varying datasets and fixed time window equal
to 16.

It is observed that there are some days when there is a predominance
of tweets compared to Reddit comments and vice versa. Specifically, the
days with a high number of tweets and low number of Reddit comments are
highlighted in blue, while the days with a high number of Reddit comments
and low number of tweets are highlighted in orange. On the other hand,
the days with a high number of information published on both social media
platforms are highlighted in red. In terms of RMSE values, the days indicated
in blue and orange show higher values when considering the dataset with
Twitter and Reddit comments respectively. However, when considering
financial data and data from both social media platforms, a higher RMSE is
achieved on the days highlighted in red.

Despite previous studies highlighting the potential impact of social dy-
namics on stock prediction, our analysis reveals that the use of social data
does not always improve the prediction task. This can be observed in Figure
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Figure 6.7: Configuration of each deep learning model at the end of the
hyper-parameter optimization.

Figure 6.8: Number of Tweets and Reddit comments per days.
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6.8, where the network’s performance does not improve on days 4, 5, and 6
despite having over 2000 tweets. Therefore, it can be concluded that while
social data has an impact on stock prediction, it is not always beneficial even
when there is significant informational content.

6.6 Conclusion

In the realm of FinTech, stock market forecasting stands out as a significant
challenge, attracting increasing attention due to the substantial daily trading
volumes on stock exchanges [264]. This chapter introduces a framework that
combines historical data with content derived from user-generated posts on
Online Social Networks (OSNs) to enhance stock forecasting. The case study
revolves around GME and assesses various deep learning models and the
influence of text data extracted from Twitter and Reddit on stock prediction
performance. The proposed approach introduces three key innovations: i) the
development of a multimodal methodology that merges historical stock prices
with sentiment scores from diverse OSNs, ii) the exploration of potential
correlations between different social networks and historical data during the
GameStop squeeze, and iii) the extraction of distinct sentiment scores for
each day.

The analysis underscores the significance of examining user-generated
content from multiple OSNs for effective stock forecasting, considering vari-
ous deep learning models and time windows. Moreover, the investigation of
distinct OSNs provides varied perspectives that may unveil correlations in data
analysis. However, the ever-shifting sentiments of OSN users can adversely
affect stock prediction tasks, particularly with the spread of misleading news,
as demonstrated in previous studies [265–267].

Future research endeavors will broaden the scope to encompass a wider
range of stocks and multimedia social networks like Instagram and Facebook.
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Additionally, the integration of eXplainable Artificial Intelligence (XAI) tools
will empower practitioners in their decision-making processes.



7
Benchmarking stock prediction models

exploiting social data and news

7.1 Introduction

The GameStop squeeze, which took place in late January 2021, involved a
group of amateur traders on the Reddit forum r/wallstreetbets. They coor-
dinated the purchase of GameStop (GME) shares, a struggling video game
retailer, with the aim of driving up the stock price. The goal was to trigger
a "short squeeze," compelling investors who had bet against GameStop (by
"shorting" the stock) to buy shares and limit their losses, causing the stock
price to rise further.

This coordinated buying led to a significant increase in GameStop’s stock
price and resulted in substantial losses for hedge funds that had shorted the
stock. The GameStop squeeze also had broader implications for the financial
market, raising questions about market fairness and the influence of retail
traders using social media coordination. Some called for increased market
regulation, while others viewed it as a triumph for individual investors against
Wall Street.

In summary, the GameStop squeeze marked a historic moment in finance,
highlighting how social media and online communities can impact financial
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markets. Social media, particularly the Reddit forum r/wallstreetbets, played
a pivotal role in this short squeeze by facilitating information sharing and
coordinated buying. This collective action empowered individual investors
and contributed to the squeeze’s success.

Furthermore, social networks can influence the stock market in various
ways, including information dissemination, collective action, shaping market
sentiment, and spreading rumors. While they offer opportunities for informa-
tion sharing and collective decision-making, caution is necessary due to the
potential spread of misinformation.

Additionally, news from reputable sources can also influence investor deci-
sions, impacting stock prices based on factors like earnings reports, regulatory
issues, and macroeconomic news.

This Chapter aims to address research questions related to the influence of
social and news data on the stock market, the most suitable data sources, com-
bining such data with market data, forecasting techniques, model selection,
performance metrics, and the correlation between market and social/news
data for specific stocks. Specifically:

• RQ1: Can social or news data impact the stock market by influencing
investor decisions based on sentiment associated with such information?

• RQ2: What are the optimal data sources, such as social media platforms
(e.g., Twitter, Reddit) and news websites, for maximizing the utility of
this data?

• RQ3: How can social and news data from selected sources be effectively
utilized and integrated with market data to enhance stock prediction?
Do sentiment-related time series from social and news data exhibit
distinct or similar temporal patterns compared to market data? How
does data volume and availability over specific time intervals affect the
quality of analysis?
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• RQ4: What forecasting techniques prove most effective when dealing
with stock prediction in the presence of diverse data sources?

• RQ5: Are Machine Learning (ML) and Deep Learning (DL) methods
the most promising approaches? Which ML/DL models demonstrate
the highest performance for our task?

• RQ6: Which performance metrics are best suited for selecting the
optimal model for stock prediction, considering the various types of
data?

• RQ7: In which basket of stocks is the correlation between market data
and social/news data most pronounced? Can such data serve as a robust
test case for the chosen models?

The Chapter is organized into sections covering related work (7.2), the
proposed system overview (7.3), results and discussion (7.4), and conclusions
and future work (7.5).

7.2 Related Work

The relationship between news sentiment, social network comments, and
their influence on the stock market has garnered significant research attention
in the financial field [268]. Recent research suggests that news sentiment
and comments on social media platforms can exert a substantial impact on
stock market trends and serve as valuable indicators of stock price movements
[269, 270]. Machine Learning (ML) and Deep Learning (DL) techniques
have been employed to analyze extensive data from various sources, including
news articles and social media platforms, resulting in more accurate stock
market predictions compared to traditional statistical models [271]. The
superiority of these models is widely acknowledged in the realm of stock
market prediction [272, 273].
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Sentiment analysis plays a pivotal role in understanding the stock mar-
ket. Analyzing sentiments from diverse sources provides insights into how
the stock market responds to different categories of news over varying
timeframes—short-term, medium-term, and long-term. As a result, sen-
timent analysis has emerged as a novel approach to assess the impact of news
sentiment on financial markets [274].

Reddit and Twitter are frequently utilized as sources for sentiment analysis
due to their popularity and the availability of publicly accessible data [275–
277]. In these studies, major news websites such as Financial Times, The Wall
Street Journal, Bloomberg, Reuters, Forbes, Yahoo Finance, and Business
Insider are commonly used as news sources [270, 272, 278].

Khan and Ghazanfar [279] adopted a unique approach to sentiment analy-
sis compared to previous studies. Their approach encompasses not only news
articles but also posts from social media platforms, especially Twitter. The
authors collected data from three primary sources: stock data from Yahoo!
Finance, news articles from Business Insider, and tweets containing stock
ticker symbols preceded by the dollar sign ($), such as ’$NYSE’ and ’$HPQ’.
These tweets provided crucial attributes: Source, TweetText, and Date. The
study explored various Machine Learning algorithms, including Support Vec-
tor Machine, Logistic Regression, and Random Forest, revealing that some
markets are more influenced by news sources, while others are more affected
by social media platforms.

Another proposed method, S_I_LSTM [280], integrates multiple data
sources, encompassing traditional historical stock data, technical indicators,
stock-related posts, and financial news for stock price prediction. This ap-
proach combines sentiment index, technical indicators, and stock historical
transaction data as features for stock price prediction and employs the Long
Short-Term Memory (LSTM) network for predicting the China Shanghai A-
share market. The study demonstrates the model’s effectiveness in predicting
stock closing prices with lower errors compared to using a single data source,
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as assessed through Mean Absolute Error (MAE), Mean Square Error (MSE),
and Root Mean Square Error (RMSE).

In contrast, another study [281] underscores the challenges of predicting
stock prices due to their multifaceted influences and inherent unpredictability.
The authors propose a machine learning model based on the Long-Short Term
Memory (LSTM) algorithm designed to predict stock price data. Their system
operates in real-time using the Yahoo Finance API and incorporates Twitter
sentiment analysis as a feature to provide public opinion insights on specific
stocks. The model successfully generates prediction graphs with minimal
error, particularly for Asian Paints data.

Conversely, a different study [282] introduces an approach reliant on
Ensemble Learning and Sentiment Analysis. This approach utilizes a dataset
comprising historical data, technical indicators, and sentiment features for
50 stocks in the Nifty 50 Index, spanning two different time horizons (1
year and 5 years). The dataset is augmented with sentimental features such
as Wikipedia page hits and Google News mentions for each company. The
study compares the performance of state-of-the-art machine learning models,
including XGBoost, LSTM, ARIMA, and SVR, in predicting stock closing
prices. The results highlight the superior performance of LSTM and XGBoost
in terms of RMSE.

7.3 System Overview

This section presents the structural design of the system, as depicted in Figure
7.1. It will subsequently provide a comprehensive explanation of the key
stages comprising the presented workflow.

The selected methodology revolves around the concept of information
integration, specifically employing early feature fusion. This approach enables
the merging of multiple data sources at the outset of the forecasting process.
In the context of stock prediction, these data sources encompass financial data,
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news articles, and sentiment analysis from social media. By adopting early
feature fusion, the predictive model gains the capacity to capture intricate
relationships and dependencies among these diverse data sources, potentially
enhancing its predictive accuracy [87].

Figure 7.1: Overview of the proposed framework

Data Extraction As explained in Section 7.1, this research is focused on
utilizing historical price data, stock news, and user comments from social
media for precise stock prediction. The choice of these data sources was
influenced by a comprehensive literature review, where previous studies fre-
quently investigated stocks belonging to the S&P 500 index, particularly
Apple, Amazon, Tesla, Google, and Meta. This index encompasses 500 com-
panies, representing approximately 80% of the total market capitalization.
To collect stock news, the commonly used platform Business Insider was
selected, as it aggregates news articles from reputable sources such as Reuters
and Financial Times, as documented in previous research [279, 283]. For ex-
tracting sentiment from social media, Reddit was chosen due to its active user
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community engaged in stock market discussions. All comments containing
the stock name or full company name, regardless of the case (uppercase, low-
ercase, or mixed), were extracted for analysis. Additionally, historical market
data was obtained from Yahoo! Finance. In this study, the data spanned from
July 14, 2022, to August 23, 2022, covering the specified time period.

Data Processing After identifying the required data for constructing the
dataset, the subsequent step involves processing the extracted data of various
types. Regarding the price history data, specific attributes were derived for
each security, including the opening price, highest price reached, lowest price
touched, closing price, and traded volume on a given date.

Additionally, additional features of potential interest were calculated. One
such feature is the Previous Trend attribute, which was defined and computed
as follows:

PTn =

Positive, if Cn >Cn−1

Negative, if Cn <Cn−1

Here, PTn represents the Previous Trend on day n, Cn denotes the closing
price on day n, and Cn−1 refers to the closing price on day n−1. Furthermore,
the Future Close Price was calculated as the closing price of the stock on the
next day, which is the value to be predicted in the final stages of the process.

Different operations were performed on the news and Reddit comments.
For the news data, an approach was sought to associate each news story with
a specific asset. This was achieved by searching for the stock name and
associated company in both the headline and the text of the news articles.

To enhance the accuracy of tagging unclassified news, two JSON files
were created. These files contained, for each stock, the names of key indi-
viduals working in the associated companies (including competitors) and the
products introduced to the market. This additional information facilitated a
more precise search within the news to enable effective tagging.
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Once all 3618 news items were labeled, the five equities with the highest
number of news items were selected for further analysis. Specifically, these
stocks are Meta (with 292 news items), Apple (with 264 news items), Amazon
(with 262 news items), Tesla (with 89 news items), and Google (with 65 news
items).

After determining the assets to be considered and their corresponding
news items, an approach was developed to filter the Reddit comments to
make them relevant. This was achieved by applying Name Entity Recognition
(NER), which involves identifying and categorizing key information (entities)
in a text. Entities can consist of individual words or phrases consistently
referring to the same entity. Each identified entity is then classified into a
predetermined category.

The NER procedure involved extrapolating entities from the news head-
lines and saving them in a JSON file. For each stock, this file contains the
date along with the associated keywords extracted from the news published
on that date.

Subsequently, the extracted keywords from the news stories were used to
search for related comments within the Reddit dataset.

Sentiment analysis for Reddit comments and news The data required for
this study were obtained as outlined in the previous section. It is now essential
to determine the sentiment associated with the headlines, text content of news
articles, and Reddit comments. Each news headline, article text, and Reddit
comment received a sentiment score, with values ranging from -1, signifying
negative sentiment, to 1, representing positive sentiment. Figure 7.2 provides
an overview of the sentiment score calculation process.
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Figure 7.2: Extrapolation of the sentiment score

7.3.1 Dataset and Metrics

The dataset used for training predictive algorithms underwent several stages
of processing to derive a subset from a larger dataset. Initially, a total of 3,618
news items were extracted from Business Insider, covering the period from
July 14, 2022, to August 23, 2022. Each news item was associated with the
following attributes:

• ID: An identifier generated from the last 16 characters of the SHA256
hash encoding of the news title.

• Title: The headline of the news.

• Text: The body of the news item.

• Datasite: The publication date of the news item on the website.
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• DataScraping: The date when the news item was extracted by the
crawler, useful when website publication dates were unavailable.

• Source: The link to the page containing the full news item.

• Premium: A boolean variable indicating whether the news content
might be restricted to premium users.

Following this, the news items were labeled, and the analysis focused
solely on the five stocks with the highest number of instances: Apple, Amazon,
Google, Meta, and Tesla.

For the Reddit data, a total of 1,672,967 comments were collected for
these five stocks, and each instance was characterized by the following at-
tributes:

• author: The username of the commenter.

• body: The content of the comment.

• id: The identifier associated with the user.

• link: The link to the comment.

• subreddit: The subreddit where the comment was posted.

• subreddit_id: The identifier of the subreddit.

• subreddit_type: Indication of whether the subreddit is public or pri-
vate.

• datetime: The date the comment was made.

The Reddit posts were further refined using named entity recognition
(NER) keywords, resulting in the following number of comments for each
stock:

• Apple: 39,665 instances.
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• Amazon: 19,675 instances.

• Tesla: 5,343 instances.

• Google: 92,390 instances.

• Meta: 16,283 instances.

The final dataset used for experiments combined data from both news
items and Reddit comments, resulting in instances corresponding to the
number of trading days between July 14, 2022, and August 23, 2022, for each
stock. Given that the stock market is not open every day, each asset had 29
instances in the dataset.

During the experiments, the dataset was employed in four distinct config-
urations:

1. Stock Price Data: This configuration included data from Yahoo Fi-
nance.

2. Stock Price Data + Sentiment News: It incorporated data from Yahoo
Finance, sentiment scores extracted from news, and the count of positive
and negative news items.

3. Stock Price Data + Reddit Sentiment: In addition to the attributes
from the Stock Price Data configuration, this setup included a sentiment
score derived from Reddit posts for each stock.

4. Stock Price Data + Sentiment News + Sentiment Reddit: This
comprehensive configuration merged all data from the previous setups.

Figure 7.3 provides a visual summary of the resulting final dataset, show-
casing the attributes associated with each configuration.
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Figure 7.3: Final Dataset

Before utilizing the derived data to train predictive models, a series of
preprocessing steps were applied. Initially, adjustments were made to the
Stock Price Data configuration. An additional attribute called Exponential
Moving Average (EMA) was introduced, a commonly used indicator in stock
trading. The EMA serves as a trend indicator by computing the average of
daily closing prices over a specified period. EMA values were calculated
based on the Close Prices using the following formula:

EMAt = EMAt−1 +α× (Close Pricet−EMAt−1)

In this formula, EMAt represents the EMA at time t, EMAt−1 represents
the EMA at time t−1, Close Pricet represents the close price at time t, and
α denotes the smoothing factor.

Additionally, an encoding operation was carried out on the Stock Price
Data to convert the values in the "Previous Trend" column from strings
("Positive" and "Negative") to integers (1 and 0).
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The resulting modified dataset, encompassing these changes, is visually
represented in Figure 7.4.

Figure 7.4: Final Dataset

Once it was confirmed that the dataset comprised numerical data, a scaling
operation was performed to enhance the quality of the results. The dataset
underwent scaling using the StandardScaler, a transformation that adjusts the
data to have a mean of zero and a standard deviation of one, conforming to the
standard normal distribution (z-distribution). This scaling operation facilitates
quicker convergence and improves the effectiveness of the statistical model.
The scaling formula employed is as follows:

z =
x−µ

σ

Here, z represents the standardized value, x is the original value, µ denotes
the mean, and σ signifies the standard deviation.

In summary, the dataset was meticulously prepared and preprocessed
to be employed in various configurations, with the additional scaling step
implemented to enhance result quality.

This study specifically focuses on three widely recognized evaluation
metrics commonly utilized in the literature for stock prediction tasks:

Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean
Squared Error (RMSE) [284, 285, 234].

The adoption of these metrics serves the purpose of evaluating the predic-
tive performance of stock prediction models that leverage both financial data
and social data sourced from Reddit and news channels.
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Reddit was chosen as a social data source due to its extensive usage as a
platform for financial discussions and insights [286–288]. Furthermore, we
incorporated news channels from Business Insider, renowned for its compre-
hensive coverage of financial and business news [270, 272, 278, 279]. By
combining financial and social data, our study aims to explore the influence of
market sentiment and news events on the performance of our stock prediction
models.

Mean Absolute Error (MAE) In the realm of statistics, Mean Absolute Er-
ror (MAE), often referred to as L1 loss, serves as a metric for quantifying dis-
crepancies between paired observations representing the same phenomenon.
These pairs usually involve comparisons between predictions and correspond-
ing observations, temporal disparities between later and earlier time points,
or differences between a measurement technique and an alternative method.
MAE is calculated by summing the absolute errors and dividing the result by
the sample size, as expressed in the following formula:

MAE =
∑

n
i=1 |yi− xi|

n
=

∑
n
i=1 |ei|

n
It represents the average value of the absolute errors, with each error term,

denoted as ei, signifying the absolute difference between the predicted value
yi and the true value xi.

Mean Squared Error Mean Squared Error (MSE), also known as L2
Loss, is a statistical measure obtained by squaring the difference between the
observed y value and its corresponding predicted value. MSE is calculated
using the formula below:

MSE =
∑

n
i=1 (yi− ŷi)

2

n
Here:
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• yi represents the ith observed value.

• ŷ denotes the predicted value associated with yi.

• n indicates the total number of observations.

The process of calculating MSE is similar to computing variance. To
determine MSE, the observed value is subtracted from the expected value,
and the resulting difference is squared. This procedure is repeated for all
observations. Subsequently, the squared differences are summed, and the
resulting sum is divided by the number of observations to obtain MSE.

Root Mean Square Error Root Mean Square Error (RMSE) serves as
a metric for assessing the average discrepancy between predicted values
generated by a model and the actual values in a given dataset. A lower RMSE
value indicates better fitting of the model to the dataset.

The formula for RMSE calculation is as follows:

RMSE =

√
∑

n
i=1 (yi− ŷi)

2

n

Here:

• yi denotes the ith observed value.

• ŷ represents the corresponding predicted value.

• n signifies the total number of observations.

7.4 Results and Discussion

In this section, the results of the analysis are presented, addressing the research
questions posed in Section 7.1.
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Google considerations The analysis begins with an examination of the
Google asset. Graphs comparing the performance of sentiment scores derived
from news (Score Title and Score Text) and Reddit comments are provided.

The trends of both Score Title and Score Text are largely similar, but
Score Title exhibits more abrupt changes due to the shorter length of the titles.
Averaging the scores tends to smooth out the trends but may not capture
nuanced sentiment in longer news articles. An interesting outlier occurred
on July 26, 2022, where the trend of the scores deviated. This was caused by
a news item with a headline mentioning "rejections," resulting in a negative
score. Although the body of the article conveyed a positive sentiment, the
headline’s influence on the score underscores the importance of considering
the entire news content.

Comparing the scores derived from Reddit, it is evident that the trend is
much smoother, thanks to the higher volume of Reddit comments available for
the Google asset. However, the sentiment in Reddit comments tends to lean
more negative compared to news scores, possibly due to the use of stronger
negative language in social media. Further filtering of Reddit comments based
on news-related keywords could provide more accurate sentiment analysis.

Additionally, the analysis reveals that the news trend often precedes the
Reddit trend by a day, suggesting that the release of news articles can impact
subsequent social media discussions. To explore the correlation between
sentiment trends and market trends, the closing price graph is examined.
Notably, there are instances where the trends in news scores and Reddit scores
align with the price trend, suggesting a potential correlation.

Amazon considerations The analysis continues with an examination of
the Amazon asset. Similar to the previous case, the trends of Score Title
and Score Text are comparable, with Score Title exhibiting more pronounced
variations. However, in this instance, the trends of the Reddit scores and
news scores do not consistently align, highlighting the divergent nature of
sentiment expressed in news and Reddit comments for the Amazon asset.
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Figure 7.5: Amazon Score

Figure 7.6: Amazon Close

Meta considerations Next, the Meta asset is examined. The trends in Score
Title and Score Text are again similar, with Score Title displaying sharper
variations. The analysis indicates that the trend of news scores often precedes
the Reddit trend by a day, potentially indicating the influence of news articles
on subsequent social media discussions.
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Figure 7.7: Meta Score

Figure 7.8: Meta Close

Apple considerations The analysis then moves to the Apple asset. The
trends in Score Title and Score Text for Apple exhibit comparable patterns,
with Score Title showing sharper fluctuations. It is notable that the trend of
news scores aligns with the market trend until around August 9. However,
after this point, the sentiment scores become negative while the price contin-
ues to rise. An interesting date to note is August 22, where all scores show a
strong downward trend, coinciding with a decline in the market price.
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Figure 7.9: Apple Score

Figure 7.10: Apple Close

Tesla considerations Lastly, the Tesla asset is analyzed. The sentiment
scores for Tesla, both in news and Reddit, tend to be more negative compared
to the other assets. However, the negative sentiment does not reflect the
market performance, as Tesla experiences substantial price fluctuations. It
is worth noting that Tesla had the highest price variation among the assets
studied, which may have impacted the performance of predictive models.
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Figure 7.11: Tesla Score

Figure 7.12: Tesla Close

7.4.1 Model Results

In this section, the results obtained from various algorithms are examined to
address the remaining research questions. A comparison is made between
supervised machine learning approaches (Random Forest, Gradient Boost,
ExtraTrees, and Lasso) and deep learning approaches (LSTM, BiLSTM, GRU,
and BiGRU).

Stock Price Data

The analysis begins by considering the results obtained solely from the Stock
Price Data configuration, without incorporating sentiment from news or Red-
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dit. The Mean Absolute Error (MAE) metric is used for evaluation. The
Random Forest Regressor consistently outperforms other models for Google,
Apple, and Amazon assets. However, for the Meta and Tesla assets, the Gradi-
entBoostingRegressor and ExtraTreesRegressor perform better, respectively.
When considering the Mean Squared Error (MSE) and Root Mean Squared
Error (RMSE) metrics, the deep learning models (LSTM, BiLSTM, GRU,
and BiGRU) generally yield better results.

Stock Price Data + Sentiment News

The analysis then proceeds to the results obtained by incorporating sentiment
from news in addition to the stock price data. The Random Forest Regressor
performs the best across most assets, achieving the lowest MAE values. For
MSE and RMSE, LSTM outperforms other models for Apple, Meta, and
Tesla, while GRU and BiLSTM emerge as the best solutions for Google and
Amazon, respectively.

Stock Price Data + Sentiment Reddit

The next set of results considers the inclusion of sentiment from Reddit com-
ments along with stock price data. The Random Forest Regressor generally
performs the best, with the lowest MAE values across most assets. However,
when considering MSE and RMSE, no model stands out as the clear winner.
Deep learning algorithms generally yield better results across all assets.

Stock Price Data + Sentiment News + Sentiment Reddit

Finally, the analysis encompasses the results obtained by combining sentiment
from both news and Reddit comments with stock price data. The Random
Forest Regressor and ExtraTreesRegressor exhibit the lowest MAE values for
various assets. For MSE and RMSE, LSTM performs the best for Amazon,
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Stock Price Dataset
MAE

Google Apple Amazon Meta Tesla

Random Forest Regressor 2.80 ± 0.001 2.03 ± 0.0002 2.84 ± 0.004 6.02 ± 0.004 5.05 ± 0.03

GradientBoostingRegressor 2.88±0.14 2.85±0.18 3.01±0.08 4.88±0.02 4.16 ±0.19
ExtraTreesRegressor 3.05±0.004 2.20±0.17 3.092±0.002 5.38±0.006 5.70±0.01

Lasso 3.17±0 2.78±0 4.6±0 5.26±0 8.85±0

LSTM 5.41±10.87 13.22±9.82 16.80±19.80 2.9±1.72 81.81±378.50

BiLSTM 8.30±10.28 15.07±5.47 11.53±0.86 6.67±9.04 34.065432.98

GRU 8.86±11.18 12.8±1.67 7.75±3.90 1.93 ±3.04 45.33±1104.21

BIGRU 7.92±6.03 11.60±2.49 7.37±13.05 5.83±7.71 85.71±2762.07

MSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 12.07±0.09 6.72±0.008 13.76±0.30 45.25±0.72 30.52±2.34

GradientBoostingRegressor 12.40±7.97 13.01±11.88 15.98±2.87 32.06±4.13 25.75±26.03

ExtraTreesRegressor 12.74±0.17 8.62±0.17 13.97±0.14 43.50±0.15 38.64±0.43

Lasso 12.66±0 10.14±0 22.88±0 36.29±0 146.13±0

LSTM 2.03 ±0.21 3.08±0.09 3.35±0.07 1.41±0.17 7.47±1.52

BiLSTM 2.27±0.31 3.17±0.08 2.89±0.86 2.28±0.17 4.64 ±2.29
GRU 2.46±0.26 2.91±0.03 2.29±0.06 1.04 ±0.36 5.38±4.74

BIGRU 2.24±0.15 2.73 ±0.03 2.25 ±0.31 2.14±0.42 7.79±8.88

RMSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 3.47±0.002 2.59±0.0003 3.71±0.006 6.73±0.004 5.52±0.02

GradientBoostingRegressor 3.50±0.19 3.57±0.22 3.99±0.05 5.66±0.03 5.05±0.25

ExtraTreesRegressor 3.57±0.003 2.93±0.005 3.74±0.002 6.60±0.001 6.22±0.003

Lasso 3.56±0 3.18±0 4.78±0 6.02±0 12.09±0

LSTM 1.42 ±0.024 1.75±0.007 1.83±0.006 1.17±0.04 2.72±0.05

BILSTM 1.49±0.04 1.78±0.006 1.70±0.003 1.5±0.02 2.13 ±0.11
GRU 1.56±0.03 1.70±0.01 1.51±0.006 0.98 ±0.09 2.28±0.19

BIGRU 1.49±0.02 1.65 ±0.002 1.49 ±0.03 1.45±0.05 2.74±0.27

Table 7.1: Comparison of experimental results, set the dataset (Stock Price
Dataset), according to the considered stock and prediction model.
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Stock Price & Sentiment News Dataset
MAE

Google Apple Amazon Meta Tesla

Random Forest Regressor 1.54 ±0.001 1.99±0.01 2.98 ±0.001 4.71 ±0.008 5.55 ±0.04
GradientBoostingRegressor 1.62±0.03 2.39±0.11 3.72±0.29 5.93±0.88 7.52±1.75

ExtraTreesRegressor 1.79±0.002 1.65 ±0.001 3.02±0.01 5.59±0.04 6.22±0.03

Lasso 2.25±0 2.32±0 4.78±0 6.07±0 6.77±0

LSTM 8.32±6.80 14.02±6.92 5.34±8.03 7.20±6.37 52.07±117.32

BILSTM 14.46±26.69 17.65±32.64 3.52±2.22 36.03±121.69 86.94±2223.99

GRU 5.61±0.41 16.14±12.14 8.65±4.00 20.71±25.38 127.66±10100.23

BIGRU 10.61±11.62 17.41±11.07 9.47±16.84 47.31±41.89 159.31±2502.55

MSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 3.84±0.01 5.78±0.22 13.14±0.06 43.31±2.60 43.09±5.29

GradientBoostingRegressor 4.17±0.43 8.13±4.97 24.12±64.50 49.18±30.18 82.45±760.01

ExtraTreesRegressor 5.02±0.04 5.03±0.02 16.61±0.10 41.58±4.14 56.026±14.05

Lasso 6.54±0 8.56±0 28.34±0 35.21±0 53.67±0

LSTM 2.36±0.14 2.96 ±0.05 1.86±0.31 2.24 ±0.10 6.19 ±0.50
BILSTM 3.19±0.47 3.39±0.30 1.53 ±0.16 5.31±0.94 7.62±7.42

GRU 2.22 ±0.01 3.35±0.16 2.25±0.15 4.13±0.32 9.40±17.60

BIGRU 2.95±0.15 3.40±0.06 2.64±0.40 6.27±0.21 11.60±4.04

RMSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 1.96 ±0.001 2.40±0.01 3.62±0.06 6.58±0.02 6.56±0.03

GradientBoostingRegressor 2.04±0.02 2.82±0.16 4.85±0.62 6.93±1.09 8.96±2.25

ExtraTreesRegressor 2.24±0.002 2.24±0.001 4.07±0.002 6.44±0.03 7.48±0.06

Lasso 2.56±0 2.93±0 5.32±0 5.93±0 7.33±0

LSTM 1.53±0.01 1.72 ±0.004 1.35±0.05 1.49 ±0.01 2.48 ±0.02
BiLSTM 1.78±0.03 1.87±0.02 1.22 ±0.03 2.29±0.05 2.71±0.26

GRU 1.49±0.002 1.83±0.01 1.49±0.02 2.03±0.02 3±0.43

BiGRU 1.71±0.01 1.84±0.004 1.61±0.04 2.50±0.008 3.39±0.08

Table 7.2: Comparison of experimental results, set the dataset (Stock Price
and Sentiment Datasets), according to the considered stock and prediction
model.
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Stock Price & Sentiment Reddit Dataset
MAE

Google Apple Amazon Meta Tesla

Random Forest Regressor 2.23 ±0.002 2.23 ±0.008 2.93 ±0.007 5.56±0.007 5.62 ±0.04
GradientBoostingRegressor 2.36±0.006 2.41±0.36 3.97±0.50 3.73±0.04 6.10±0.79

ExtraTreesRegressor 2.48±0.0004 2.27±0.006 2.99±0.002 4.71±0.005 5.95±0.11

Lasso 2.66±0 2.73±0 4.6±0 4.75±0 14.88±0

LSTM 8.32±6.82 18.08±52.39 18.17±4.81 7.48±32.27 47.44±51.29

BiLSTM 5.59±6.81 15.70±66.91 14.05±38.71 1.11 ±0.16 59.70±98.70

GRU 7.11±3.38 15.70±35.90 13.11±8.59 1.01 ±0.39 87.02±1273.53

BiGRU 23.88±194.19 16.83±24.27 5.10±4.87 4.44±8.14 114.13±244.15

MSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 7.52±0.09 7.25±0.07 13.46±0.27 36.20±1.21 36.06±10.94

GradientBoostingRegressor 9.23±0.66 9.71±0.57 22.65±46.47 18.26±2.09 56.30±188.99

ExtraTreesRegressor 9.52±0.66 8.11±0.17 13.36±0.20 32.50±1.29 40.78±15.47

Lasso 9.75±0 11.01±0 22.80±0 29.70±0 334.00±0

LSTM 2.36±0.14 3.51±0.07 3.68±0.09 2.30±0.73 5.65 ±0.10
BiLSTM 2.31 ±0.01 3.42±0.11 3.12±0.53 0.88±0.03 6.28±0.87

GRU 2.33±0.007 3.43±0.12 2.97±0.05 0.84 ±0.082 8.38±1.85

BiGRU 4.20±2.61 3.34 ±0.01 1.99 ±0.13 1.67±0.31 9.32±0.75

RMSE
Google Apple Amazon Meta Tesla

Random Forest Regressor 2.74±0.003 2.69±0.002 3.65±0.005 6.02±0.008 6.00±0.08

GradientBoostingRegressor 3.03±0.02 3.11±0.01 4.70±0.54 4.27±0.03 7.45±0.81

ExtraTreesRegressor 3.09±0.0005 2.85±0.006 3.66±0.004 5.70±0.01 6.38±0.10

Lasso 3.12±0 3.32±0 4.78±0 5.45±0 18.28±0

LSTM 1.53±0.01 1.87±0.005 1.92±0.006 1.49±0.08 2.38 ±0.004
BiLSTM 1.52 ±0.001 1.85±0.009 1.75±0.05 0.93±0.008 2.50±0.04

GRU 1.53±0.0008 1.85±0.009 1.72±0.004 0.91 ±0.02 2.89±0.05

BiGRU 2.01±0.18 1.82 ±0.01 1.41 ±0.02 1.27±0.05 3.05±0.02

Table 7.3: Comparison of experimental results, set the dataset (Stock Price &
Sentiment Reddit Dataset), according to the considered stock and prediction
model.
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Stock Price Data + Sentiment News + Sentiment Reddit
MAE

Google Apple Amazon Meta Tesla
Random Forest Regressor 1.63 ±0.001 1.99 ±0.008 3.50±0.09 6.10±0.02 5.58 ±0.08

GradientBoostingRegressor 1.63±0.004 2.70±0.36 4.58±0.63 4.40±0.16 6.41±0.14
ExtraTreesRegressor 1.74±0.001 2.35±0.006 3.10 ±0.01 3.55 ±0.004 6.22±0.11

Lasso 2.42±0 2.78±0 4.29±0 3.98±0 17.96±0
LSTM 12.43±50.74 22.56±52.40 7.73±9.48 6.69±4.30 93.94±207.07

BiLSTM 7.73±1.67 29.28±66.92 9.92±10.11 42.20±85.80 96.71±3220.69
GRU 12.61±104.56 27.57±35.90 10.93±0.71 23.72±24.37 89.93±1285.01

BiGRU 8.42±4.03 16.46±24.27 11.01±15.10 23.12±31.90 136.86±2817.44
MSE

Google Apple Amazon Meta Tesla
Random Forest Regressor 4.38±0.03 5.21±0.29 18.62±5.94 41.94±3.77 42.68±9.04

GradientBoostingRegressor 4.42±0.12 10.44±16.72 37.08±166.48 22.76±18.70 56.79±41.59
ExtraTreesRegressor 4.77±0.009 8.13±0.13 17.33±1.19 38.17±0.77 54.91±13.59

Lasso 8.78±0 10.71±0 21.89±0 25.09±0 366.92±0
LSTM 2.91±0.83 3.97±0.22 2.30 ±0.33 2.07 ±0.06 7.88 ±0.45

BiLSTM 2.48 ±0.08 4.39±0.39 2.62±0.23 6.05±0.63 7.99±6.94
GRU 2.97±1.36 4.49±0.32 2.77±0.01 4.61±0.26 8.14±3.52

BiGRU 2.73±0.11 3.37 ±0.09 2.74±0.22 4.48±0.43 10.02±8.72
RMSE

Google Apple Amazon Meta Tesla
Random Forest Regressor 2.09±0.002 2.28±0.01 4.31±0.08 6.48±0.02 6.53±0.06

GradientBoostingRegressor 2.10±0.007 3.17±0.36 5.99±1.21 4.75±0.19 7.53±0.19
ExtraTreesRegressor 2.19±0.0005 2.85±0.004 4.16±0.02 6.18±0.005 7.41±0.06

Lasso 2.96±0 3.27±0 4.68±0 5.01±0 19.16±0
LSTM 1.68±0.07 1.99±0.01 1.50 ±0.04 1.43 ±0.007 2.81±0.02

BiLSTM 1.57 ±0.008 2.09±0.02 1.61±0.02 2.45±0.03 2.79 ±0.21
GRU 1.69±0.10 2.12±0.02 1.66±0.001 4.61±0.01 2.83±0.11

BiGRU 1.65±0.01 1.83 ±0.007 1.65±0.02 2.11±0.02 3.12±0.26

Table 7.4: Comparison of experimental results, set the dataset (Stock Price,
Sentiment News & Sentiment Reddit Dataset), according to the considered
stock and prediction model.

Meta, and Tesla, while BiLSTM and BiGRU emerge as the top solutions for
Google and Apple, respectively.

7.4.2 Discussions

In the context of addressing the research questions introduced in 7.1, it can
be stated as follows:

• RQ1: In the context of addressing this research question, recent re-
search, as discussed in the Related Work section (see Section 7.2), has
indicated that news sentiment and social media comments can exert
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a substantial influence on stock market trends and serve as valuable
predictors of stock price movements [269, 270]. Notably, there exists
a discernible correlation between the sentiments expressed on social
media and news platforms and the behavior of stock prices. For ex-
ample, sentiment analysis of social media data has been employed to
investigate the impact of news flows on cryptocurrency prices [289].
Consequently, sentiment data derived from social media and news
sources can impact investors’ decisions to buy or sell stocks, guided by
the sentiment associated with such information [290].

The experimental findings further substantiate the notion that incorpo-
rating information from news sentiment or Reddit comments can result
in substantial enhancements in model performance in certain cases.
Interestingly, it is worth noting that combining both news sentiment
and Reddit comments rarely leads to superior outcomes.

• RQ2: Reddit and Business Insider have emerged as prominent data
sources in stock prediction research for several reasons. Firstly, Reddit
serves as a prominent social media platform with specialized com-
munities (subreddits) dedicated to finance and investing. Researchers
have recognized its value in stock prediction due to the abundance of
user-generated content related to financial markets, offering real-time
discussions, opinions, and sentiments expressed by investors and traders
[287].

Secondly, Reddit discussions contain valuable information reflecting
the sentiment of retail investors and the broader market. Analyzing
posts and comments related to specific stocks or market events enables
researchers to gain insights into market sentiment, potential shifts in
investor behavior, and the impact of social media on stock prices [286,
281].
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Business Insider, a reputable news website covering financial news,
stock market updates, and business-related topics, is another data source
frequently utilized by researchers. Its reliable reporting and compre-
hensive coverage of financial events, along with accessible textual data,
make Business Insider articles valuable for incorporation into stock
prediction models [279, 278].

Both Reddit and Business Insider offer publicly accessible data, facili-
tating data collection for research purposes [288, 278]. Additionally,
Reddit’s community-driven nature allows researchers to tap into the
insights shared by passionate and knowledgeable individuals regarding
specific stocks, enabling aggregation and anonymized incorporation of
such information into prediction models [287].

In conclusion, Reddit and Business Insider are favored data sources in
stock prediction research due to their extensive user-generated content,
sentiment insights, reputable reporting, and data accessibility. By
leveraging the unique characteristics of these sources, researchers can
enhance their understanding of market sentiment and improve stock
prediction models. However, researchers should exercise caution in
interpreting results, taking into account potential limitations and biases
associated with these data sources.

• RQ3: In the realm of stock prediction research, Reddit and Business
Insider have risen to prominence as significant data sources for sev-
eral compelling reasons. Firstly, Reddit serves as a prominent social
media platform, replete with specialized communities (subreddits) ded-
icated to finance and investing. Researchers have keenly recognized its
value in stock prediction due to the wealth of user-generated content
pertaining to financial markets. This content provides real-time discus-
sions, opinions, and sentiments expressed by investors and traders, as
documented in [287].
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Secondly, Reddit discussions contain a trove of valuable information
that reflects the sentiment of retail investors and the broader market.
The analysis of posts and comments related to specific stocks or market
events empowers researchers to gain valuable insights into market
sentiment, potential shifts in investor behavior, and the influence of
social media on stock prices, as detailed in studies such as [286, 281].

Furthermore, Business Insider, a reputable news website renowned
for its coverage of financial news, stock market updates, and business-
related topics, represents another data source frequently harnessed by
researchers. Its dependable reporting and comprehensive coverage of
financial events, coupled with accessible textual data, render Business
Insider articles highly valuable for integration into stock prediction
models, as evidenced by references such as [279, 278].

Both Reddit and Business Insider offer publicly accessible data, thereby
simplifying the data collection process for research endeavors [288,
278]. Additionally, Reddit’s community-driven nature empowers re-
searchers to tap into the insights shared by impassioned and knowl-
edgeable individuals with respect to specific stocks. This enables the
aggregation and anonymized incorporation of such information into
prediction models, as elucidated in [287].

In summary, Reddit and Business Insider occupy a favored position
as data sources in stock prediction research due to their extensive
reservoirs of user-generated content, which offer valuable insights
into sentiment, their credible reporting, and the ease of data access.
By harnessing the distinctive attributes of these sources, researchers
can enrich their comprehension of market sentiment and enhance the
accuracy of their stock prediction models. Nevertheless, it is essential
for researchers to exercise prudence in the interpretation of results,
while remaining mindful of potential limitations and biases associated
with these data sources.
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• RQ4: The comprehensive review of existing literature has firmly estab-
lished that the analysis of diverse data sources, which includes news
articles and social media platforms, has been effectively addressed
through the utilization of Machine Learning (ML) techniques. Deep
Learning (DL) methods have received particular emphasis and have
demonstrated their capability in achieving highly accurate predictions
in the realm of stock market forecasting, as corroborated by [271].
This superiority in predictive performance becomes evident when con-
trasting ML and DL models with traditional statistical approaches, as
corroborated by references such as [272, 273, 291].

Furthermore, the experiments conducted within the confines of this
study have yielded significant insights into the consequences of in-
corporating information related to news sentiment or comments from
Reddit into prediction models. Notably, the augmentation of such in-
formation has translated into substantial performance improvements in
specific instances, as vividly illustrated by the enhancements observed
in the case of the Google asset. Nevertheless, the outcomes have taken a
divergent trajectory for other assets, such as Tesla, where the inclusion
of sentiment or Reddit data has led to diminished performance. Of par-
ticular interest is the revelation that the concurrent incorporation of both
sentiment and Reddit data has seldom resulted in superior outcomes.

• RQ5: In the pursuit of their objectives, extensive exploration has been
conducted into the domain of Machine Learning (ML) and Deep Learn-
ing (DL) techniques. Nevertheless, an intriguing observation has sur-
faced regarding the consistent underperformance of the Lasso algorithm
when juxtaposed with other models, regardless of the asset or metric
utilized. This observation underscores the inherent limitations of lin-
ear regression-based algorithms when confronted with time prediction
problems, which frequently encompass intricate nonlinear relationships.
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The judicious selection of the most proficient ML/DL model hinges
upon the specific metric of interest and the degree of susceptibility to
outlier errors. When considering the Mean Absolute Error (MAE), it
becomes apparent that machine learning models generally outshine
their counterparts. Conversely, when assessing the Mean Squared Error
(MSE) and Root Mean Squared Error (RMSE), the supremacy of deep
learning models becomes evident.

In the realm of predictive model accuracy evaluation, deep learning
algorithms, with a particular spotlight on the Long Short-Term Memory
(LSTM), have earned recognition as more fitting choices. LSTM,
being a variant of recurrent neural network, has distinguished itself by
excelling in the encapsulation of prolonged dependencies and sequential
patterns, rendering it especially advantageous for temporal predictions.

Nevertheless, in scenarios where practical application centers around
trading, with an uncompromising emphasis on the evasion of outlier
errors, it becomes imperative to accord greater significance to MAE.
In such circumstances, machine learning models emerge as the more
prudent alternatives, largely attributable to their heightened capacity
for managing outliers with efficacy.

To summarize succinctly, the optimal choice between ML and DL mod-
els is contingent upon the metric of interest and the specific context
of its application. Machine learning models, primarily celebrated for
their commendable MAE performance, reign supreme, whereas deep
learning models, particularly the LSTM, shine when pinpoint accuracy
assessments are the mandate. However, discretion is urged when de-
ploying deep learning models in settings where the mitigation of outlier
errors takes precedence.

• RQ6: In the context of tasks related to stock prediction, which encom-
pass the consideration of diverse data sources, the appropriateness of
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performance metrics for selecting the most suitable model can hinge
on the specific data type being integrated. To elaborate, the conse-
quences of amalgamating sentiment scores derived from sources such
as news and Reddit display significant fluctuations, contingent upon
the particular asset and metric employed for evaluation.

It is discernible that there is no consistent, uniform pattern of perfor-
mance enhancement observed across various assets when incorporating
sentiment scores. The outcomes diverge depending on the specific asset
in question. For instance, when dealing with assets like Google and
Apple, the inclusion of sentiment data extracted from news sources
translates into improved performance. Conversely, for assets such as
Meta, superior results are attained through the utilization of sentiment
sourced from Reddit comments. However, the amalgamation of senti-
ment data for assets like Amazon and Tesla does not yield substantial
performance improvements.

It is crucial to underscore that a combined approach, wherein senti-
ment scores from both news and Reddit sources are integrated, fails
to emerge as the optimal solution for any of the assets subjected to
analysis. Consequently, it is imperative to acknowledge that the impact
of incorporating sentiment data is contingent upon the specific asset
and does not uniformly influence performance outcomes.

• RQ7: The research question aims to identify a group of stocks in which
the correlation between market data and social/news data is particularly
pronounced and assess whether this data can serve as a suitable testing
ground for the selected models.

In tackling this inquiry, it is essential to recognize that algorithm per-
formance can exhibit significant variations across different assets. For
Mean Absolute Error (MAE), the Random Forest Regressor consis-
tently demonstrates superior overall performance across most assets. In
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contrast, when assessing Mean Squared Error (MSE) and Root Mean
Squared Error (RMSE), the Long Short-Term Memory (LSTM) model
consistently achieves the lowest values for specific stocks such as Ap-
ple, Meta, and Tesla. However, for Google and Amazon stocks, the
Bi-directional LSTM (BiLSTM) and Bi-directional Gated Recurrent
Unit (BiGRU) models respectively yield better results.

Nonetheless, it is imperative to highlight that there is no single algo-
rithm that consistently outperforms others across all assets. Perfor-
mance disparities arise based on the particular stock being analyzed.
Nevertheless, the Random Forest Regressor (for MAE) and LSTM
(for MSE and RMSE) exhibit promising performance across multiple
assets.

The correlation between market data and social/news data appears more
evident in specific stock groupings, especially when employing the
previously mentioned models. Consequently, employing such data as a
testing ground for the chosen models has the potential to yield valuable
insights into the relationship between market trends and social/news
sentiments for particular assets. Nevertheless, further investigation is
required to determine the extent of the models’ suitability and their
applicability across diverse stock groupings and market conditions.

In summary, when it comes to selecting the best model for stock prediction
tasks that integrate various data sources, it is crucial to factor in the asset-
specific influence of sentiment data when deciding on performance metrics.
The choice of metrics should align with the specific asset under scrutiny
and the type of sentiment data being integrated to ensure more precise and
effective stock predictions.

Furthermore, the findings emphasize that algorithm choice, the incor-
poration of sentiment data, and the unique characteristics of assets all play
substantial roles in determining performance outcomes. While the Random
Forest Regressor, LSTM, and other deep learning models exhibit potential
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MAE
Stock Price Stock Price and News Stock Price and Reddit Stock Price, News and Reddit

Google 2.80±0.001 1.54 ±0.001 2.23±0.002 1.63±0.001

Apple 2.03±0.0002 1.65 ±0.001 2.23±0.008 1.99±0.008

Amazon 2.84 ±0.004 2.98±0.001 2.93±0.007 3.10±0.01

Meta 2.9±1.72 4.71±0.008 1.11 ±0.16 3.55±0.004

Tesla 4.16 ±0.19 5.55±0.04 5.62±0.04 5.58±0.08

MSE
Stock Price Data Stock Price Data + News Stock Price Data + Reddit Stock Price Data + News + Reddit

Google 2.03 ±0.21 2.22±0.01 2.31±0.01 2.48±0.08

Apple 2.73 ±0.03 2.96±0.05 3.34±0.01 3.37±0.09

Amazon 2.29±0.06 1.53 ±0.16 1.99±0.13 2.30±0.33

Meta 1.04±0.36 2.24±0.10 0.88 ±0.03 2.07±0.06

Tesla 4.64 ±2.29 6.19±0.50 5.65±0.10 7.88±0.45

RMSE
Stock Price Data Stock Price Data + News Stock Price Data + Reddit Stock Price Data + News + Reddit

Google 1.42 ±0.024 1.49±0.002 1.52±0.001 1.57±0.008

Apple 1.70 ±0.01 1.72±0.004 1.82±0.01 1.83±0.007

Amazon 1.51±0.006 1.22 ±0.03 1.41±0.02 1.50±0.04

Meta 0.98±0.09 1.49±0.01 0.93 ±0.008 2.11±0.02

Tesla 2.13 ±0.11 2.48±0.02 2.38±0.004 2.79±0.21

Table 7.5: Summary of the top results achieved. varying the Dataset and stock
considered.

for accurate predictions, careful deliberation is necessary when choosing the
most appropriate approach for each asset and evaluation metric.

Now, let’s provide an overview of the additional considerations regard-
ing the obtained results. Firstly, it’s important to highlight that the Google
asset showed the highest level of similarity between the score chart and the
closing price. Interestingly, it demonstrated improved performance when
additional information was incorporated. In contrast, the stocks of Tesla
and Amazon exhibited a different behavior, with their performance declining
when supplementary data was included.

Another significant factor that deserves attention is the price variation
within the evaluated time frame. As shown in Table 7.7 below, Tesla had the
greatest price fluctuation, approximately twice as much as the other assets.
Amazon also displayed a higher variation compared to the remaining assets.
This aspect could have had an impact on the performance of the predictive
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MAE
Stock Price Data Stock Price Data + News Stock Price Data + Reddit Stock Price Data + News + Reddit

Google Random Forest Regressor Random Forest Regressor Random Forest Regressor Random Forest Regressor

Apple Random Forest
Regressor

ExtraTreesRegressor Random Forest Regressor Random Forest Regressor

Amazon Random Forest
Regressor

Random Forest Regressor Random Forest Regressor ExtraTreesRegressor

Meta LSTM Random Forest Regressor BiLSTM ExtraTreesRegressor

Tesla GradientBoostingRegressor Random Forest Regressor Random Forest Regressor Random Forest Regressor

MSE
Stock Price Data Stock Price Data + News Stock Price Data + Reddit Stock Price Data + News + Reddit

Google LSTM GRU BILSTM BILSTM

Apple BiGRU LSTM BiGRU BiGRU

Amazon GRU BiLSTM BiGRU LSTM

Meta GRU LSTM BiLSTM LSTM

Tesla BiLSTM LSTM LSTM LSTM

RMSE
Stock Price Data Stock Price Data + News Stock Price Data + Reddit Stock Price Data + News + Reddit

Google LSTM GRU BiLSTM BiLSTM

Apple GRU LSTM BiGRU BiGRU

Amazon GRU LSTM BiGRU LSTM

Meta GRU LSTM BiLSTM LSTM

Tesla BiLSTM LSTM LSTM LSTM

Table 7.6: Summary of the top models in terms of efficacy, varying the Dataset
and stock considered.
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Close
Min Max Max-Min

Google 150.02 122.08 17.06
Apple 146.87 174.55 27.68

Amazon 110.63 144.78 34.15
Meta 158.05 183.17 25.12
Tesla 238.31 309.32 71.01

Table 7.7: Stock Price Table.

models. Notably, these two cases showed higher variance in the predictive
models.

An intriguing phenomenon is observed in the case of the Meta asset.
Specifically, it stands out as the only case where the evaluation of Mean Abso-
lute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error
(RMSE) consistently favored Deep Learning models as the optimal solutions.
Furthermore, when examining the price trend graph, it is evident that Meta
alone displayed a "repeating" pattern, while the other assets exhibited only an
increasing pattern. This suggests a potential opportunity to identify repeating
patterns, and it is plausible that the LSTM or BiLSTM model contributed
to superior performance in this scenario. The image below illustrates the
best-case scenario, where the Meta asset in the "Stock Price Data + Reddit
configuration" outperformed other instances.
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Figure 7.13: Meta Best Model

7.5 Conclusions and future work

This chapter concludes by providing an overview of the significant role that
artificial intelligence has played in the financial sector, with a particular focus
on a case study involving Stock Price Prediction. The study investigates the
potential enhancements that web-extracted information can offer to existing
predictive models found in the literature.

One noteworthy discovery is that the analysis of news from newspapers
necessitates a deeper examination of article texts in addition to headlines to
obtain more reliable sentiment values. Similarly, information extracted from
social networks, especially Reddit comments, presents challenges due to the
vast amount of data and diverse language usage, which complicates sentiment
analysis.

Furthermore, the study underscores the substantial impact of metric choice
on model performance. Machine Learning algorithms excel in achieving
lower Mean Absolute Error (MAE), while Deep Learning models prove more
accurate when optimizing for metrics like Mean Squared Error (MSE) and
Root Mean Squared Error (RMSE).
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The study also highlights the potential advantages of incorporating news
sentiment or Reddit comments into predictive models. While the addition of
such information significantly enhances model performance for assets like
Google, it can lead to deteriorations in performance for assets like Tesla.
Moreover, combining both types of information rarely results in improved
outcomes.

To enhance this study, future research could expand the dataset by consid-
ering a broader range of dates. Automating the process of news scraping and
labeling using scripts would facilitate this expansion, especially for assets
within the S&P 500. Additionally, exploring the impact of news sentiment
on equities within specific sectors, as categorized by Business Insider, could
provide valuable insights into the relationship between information and price
trends.

To further refine the analysis of Reddit comments, applying additional
filtering based on keywords extracted from Named Entity Recognition (NER)
in news articles could strengthen the correlation between news and social
media sentiments. Moreover, manually labeling some Reddit comments and
training a specialized model for sentiment assignment could enhance the
accuracy of sentiment analysis.

Lastly, optimizing the neural networks utilized in the study holds promise
for achieving even better performance results. Fine-tuning the configurations
of these models could lead to significant improvements in predictive accuracy
and overall effectiveness.





Discussions and Open Issues

In conclusion, the presented doctoral dissertation has introduced a compre-
hensive and adaptable framework for time series forecasting, addressing the
ever-evolving challenges across various domains. This framework stands out
due to its versatility, modularity, and customization capabilities, making it a
valuable asset for both researchers and practitioners.

The primary goal of this framework is to offer a unified solution for time
series forecasting, transcending the limitations of specialized methodologies.
It achieves this by allowing users to tailor the processing pipeline to their spe-
cific forecasting needs. The modular design of the framework empowers users
to selectively activate or deactivate components, including pre-processing,
feature engineering, data augmentation, and encoding strategies. This adapt-
ability caters to both novice users seeking simplicity and experts seeking
advanced customization.

The framework’s flexibility extends to the choice of coding techniques
and deep learning models, providing a wide range of options to align with
data characteristics. It goes beyond static pipelines, introducing adaptive
module activation to address the unique challenges of each forecasting task
dynamically.
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In the context of Industry 4.0, the framework has been successfully ap-
plied to predictive maintenance tasks (Chapter 4). We explored various time
series encoding techniques combined with Convolutional Neural Networks
(CNNs) and evaluated their performance on real-world datasets, such as the
PAKDD2020 Alibaba AI Ops Competition and NASA Bearing datasets. While
the inclusion of Generative Adversarial Networks (GANs) showed promise, it
came at the cost of increased computational resources. In brief, the proposed
approach achieves results comparable or superior to the state of the art for
both datasets, with a particular advantage in terms of efficiency.

In another Industry 4.0 application, a light attention-based model was in-
troduced in Chapter 5, demonstrating efficiency and effectiveness in handling
time-series data with fewer parameters and faster training times compared to
LSTM models. This trade-off between efficiency and accuracy is essential in
industrial contexts.

In the realm of Fintech, a novel framework integrating historical stock
data with sentiment scores from social networks was proposed (Chapter
6). The analysis revealed the potential impact of user-generated content on
stock prediction, though the dynamic nature of social network discussions
posed challenges. However, there is to be observed from the experimental
results, that although social data has an impact on stock prediction, it is not
always beneficial, even when the information content is significant. The final
case study presented in Chapter 7 emphasized the role of AI in financial
domains, specifically in stock price prediction. It highlighted the importance
of considering both headlines and article texts for news sentiment analysis
and the varying performance of machine learning and deep learning models
based on different metrics. Incorporating web-extracted information from
news and social networks into predictive models showed promising results,
with significant enhancements for some assets. However, it also emphasized
the need for careful consideration of data sources and metrics for different
use cases. In summary, this doctoral dissertation has contributed a versatile
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framework for time series forecasting, demonstrating its applicability in
Industry 4.0 and Fintech scenarios. The modularity and adaptability of
the framework make it a valuable tool for addressing diverse forecasting
challenges across various domains, ushering in a new era of forecasting
possibilities.

In terms of open issues, the framework will be extended to address some
of the limitations highlighted by the research findings. One avenue of explo-
ration will involve integrating encoding techniques with tiled Convolutional
Neural Networks (CNNs), as documented in the work by [292], which have
demonstrated superior computational efficiency compared to standard CNNs.
Additionally, there will be a heightened focus on enhancing the capabilities
of GANs to further improve their effectiveness in the framework.

Furthermore, future research endeavors will investigate the potential ad-
vantages of adopting ensemble models in conjunction with CNNs, potentially
leading to enhanced classification performance. Alongside this, there will
be a concerted effort to explore eXplainable Artificial Intelligence (XAI) ap-
proaches, aimed at providing explanations for mis-classifications, thus aiding
practitioners in their decision-making processes.

In the context of predictive maintenance applications, upcoming work will
delve deeper into the application of the attention mechanism across various
scenarios. Additionally, efforts will be made to interpret what the model
learns, specifically identifying areas that garner greater attention, in order to
facilitate the use of XAI tools.

Regarding the Fintech studies, future research will encompass a broader
array of stocks and incorporate multimedia social networks such as Instagram
and Facebook. Again, this expansion will also involve the integration of XAI
techniques to support practitioners in making informed decisions.

Instead, forthcoming research will consider the inclusion of a more ex-
tensive dataset, including data spanning a wider range of dates. The process
of news scraping and labeling will be automated using scripts, particularly
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for assets within the S&P 500. Additionally, exploring the impact of news
sentiment on equities within specific sectors, as categorized by Business In-
sider, will provide valuable insights into the relationship between information
dissemination and price trends.

To refine the analysis of Reddit comments, future work will involve
additional filtering based on keywords extracted through Named Entity Recog-
nition (NER) in news articles. Furthermore, a manual labeling process for
select Reddit comments and the training of specialized models for sentiment
assignment will be pursued to enhance the accuracy of sentiment analysis.

Lastly, optimization of the neural networks employed in the studies will
be a priority, with fine-tuning of model configurations expected to yield
significant improvements in predictive accuracy and overall effectiveness.
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[29] Marek Śmieja, Łukasz Struski, Jacek Tabor, Bartosz Zieliński, and
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