Quantifying personal exposure to air pollution from smartphone-based location data
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SUMMARY: Personal exposure assessment is a challenging task that requires both measurements of the state of the environment as well as individual’s movements. In this paper, we show how location data collected by smartphone applications can be exploited to quantify the personal exposure of a large group of people to air pollution. A Bayesian approach that blends air quality monitoring data with individual location data is proposed to assess the individual exposure over time, under uncertainty on both the pollutant level and the individual location. A comparison with personal exposure obtained assuming fixed locations for the individuals is also provided. Location data collected by the Earthquake Network research project are employed to quantify the dynamic personal exposure to fine particulate matter of around 2500 people living in Santiago (Chile) over a 4-month period. For around 30% of individuals, the personal exposure based on people movements emerges significantly different over the static exposure. On the basis of this result and thanks to a simulation study, we claim that, even when the individual location is known with non-negligible error, it helps to better assess personal exposure to air pollution. The approach is flexible and can be adopted to quantify the personal exposure based on any location-aware smartphone application.
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1. Introduction

Several epidemiological studies have shown that air pollution represents a major global environmental risk to human health (Hoek et al., 2013; Di et al., 2017). The assessment of human exposure to air pollution usually relies on ambient exposure, namely the pollutant concentration to which people are exposed when outdoor. Ambient exposure is routinely evaluated through pollutant measurements collected by monitoring stations. Since stations are usually sparse across space, pollutant measurements are customary interpolated across space and over time (Lee and Shaddick, 2010; Berrocal et al., 2011; Paci et al., 2013).

Traditionally, population-wide exposure is derived by weighting the pollutant level with the population density (Finazzi et al., 2013; Fassò et al., 2016) or by matching pollutant concentrations from fixed monitoring stations with residence addresses of the population, coming from static census data (Cesaroni et al., 2013). However, according to the World Health Organization (WHO; WHO 2005), most people spend about 20% of their time away from their residence and approximately 4% in transit. Thus, accounting for people movements becomes crucial for accurate exposure assessment and for mitigating misleading results in environmental health research (Park and Kwan, 2017). This takes us to the issue of determining personal exposure, defined as the pollutant concentration corresponding to individual location at a given time. We refer the reader to Steinle et al. (2013) for a comprehensive review of personal exposure. In summary, assessing personal exposure requires to locate the individual across space and over time. Moreover, the temporal resolution at which the location is known should be high enough to describe movements which are relevant with respect to the pollutant spatio-temporal variability.

GPS technology may help to collect individual locations at high spatio-temporal resolution. However, people are not usually equipped with devices able to continuously collect and store
GPS-based locations. Since they are cost and time intensive, studies in which individuals are tracked using GPS are limited in the number of people monitored (Chaix et al., 2013).

A viable alternative is to exploit the ubiquity of smartphones to locate people. Telephone companies routinely collect and store this kind of information but, due to obvious privacy reasons, they are rarely keen to provide it. When available, it is often aggregated at area level (Liu et al., 2013; Nyhan et al., 2016; Gariazzo et al., 2016).

Nonetheless, smartphones have geolocation capabilities and by installing a suitable smartphone application (app hereafter) it would be possible to track the smartphone owner. Although this solution looks promising, it has serious drawbacks. First of all, apps cannot be forcibly installed on people smartphones and any study on personal exposure would require to convince a group of people to install the app. Secondly, and more importantly, monitoring the smartphone location at high temporal resolution using the GPS has an impact on the smartphone battery duration. Any power hungry app is likely to be removed by the smartphone owner within days (if not killed by the smartphone operating system).

The alternative strategy, adopted in this paper, is to make use of the location data collected by smartphone apps that are not intended for people tracking. Popular examples are social networks. These apps rarely enable the GPS and the user-app interaction is rarely constant in time. This suggests that the quality of the location data may be lower when expressed in terms of spatial accuracy and temporal frequency/regularity. Nonetheless, this solution allows a large number of people to be “monitored” over a possibly long period.

In this paper, we consider location data collected by the app of the Earthquake Network (EQN) research project (www.earthquakenetwork.it) that implements a worldwide earthquake early warning system based on networks of smartphones (Finazzi, 2016; Finazzi and Fassò, 2017). EQN requires to know the location of the smartphones with the app installed
for detecting earthquakes in real time. During the last 6, around 5 million people have taken part to the project.

Specifically, the app sends a heartbeat signal to a central server every around 30 minutes, if the smartphone is active and Internet is available. Each smartphone has a unique ID which is used to identify the smartphone. The heartbeat signal sent by the smartphone to the server is described by ID, time-stamp, latitude, longitude and precision of the spatial location. Therefore, smartphone owners who keep the app installed are good candidates for personal exposure assessment.

When the aim is to derive a personal exposure, this kind of data set has the advantage of covering a relatively large number of people but it also has some challenges: i) smartphones are not guaranteed to be active 24/7. Therefore, the individual location may be unavailable for long periods of time; ii) since the GPS receiver is usually off, depending on the ability of the smartphone to geolocate itself, the location precision may be low; iii) there is no guarantee that the smartphone owner is located where the smartphone is. However, how many times your smartphone is more than 10 meters away from you?

The contribution of this work is twofold. First, we provide a statistical methodology for assessing personal exposure by combining air quality data with smartphone location data. A Bayesian approach is proposed to overcome challenges in smartphone data and exploit such information to evaluate personal exposure to air pollution. Key elements of the methodology are the statistical model for learning the individual location and the statistical model used to interpolate the pollutant surface across space and over time. In particular, the pollutant concentration is modeled via a space-time model while the individual location is modeled through a dynamic linear model able to handle daily patterns of people movements, location uncertainty and missing data with a limited computational burden. Under a Bayesian perspective, it turns out that the posterior predictive distribution of
the pollutant concentration at individual location over time yields to our desired personal exposure, that accounts for uncertainty on both pollution level and individual location. Posterior inference is based on Markov Chain Monte Carlo (MCMC) methods. To our knowledge, this is the first work that provides fully uncertainty quantification of personal exposure to air pollution by blending air quality data and smartphone location data.

Our second contribution is to compare the resulting personal exposure with the traditional personal exposure obtained assuming that people are fixed in space, say at their “home” location. Hereafter, the former will be called dynamic exposure while the latter static exposure. We carried out an extensive simulation study (presented in the Supplementary materials) to show that the dynamic exposure offers a more accurate assessment of the personal exposure with respect to the static one.

In this work, we focus on fine particulate matter (PM$_{10}$), which is, quoting WHO, “a common proxy indicator for air pollution and it affects more people than any other pollutant”. Indeed, both short and long term exposure to particulate matter are associated with increased human morbidity and mortality (Welty et al., 2009; Di et al., 2017). In particular, we study personal exposure to PM$_{10}$ of 2502 smartphone users living in Santiago, Chile, where particulate pollution is a major public health issue (Valdés et al., 2012). Here, we show that differences between the static and the dynamic exposure do exist for about 30% of individuals employed in this study. Reasonably, higher dynamic exposure is highlighted for users with fixed location in low-polluted areas who routinely move to high-polluted areas.

The rest of the paper is organized as follows. Section 2 describes location data and air quality data employed in this work. Our methodology for assessing personal exposure is described in Section 3. First, a formal definition of personal exposure is introduced; then, stochastic models to analyze pollution data as well as location data are discussed. Computational details are presented in Section 4 while the comparison between the static
and the dynamic personal exposure is given in Section 5. Section 6 illustrates our approach using the EQN data. Concluding remarks are provided in Section 7.

2. Data description

2.1 Location data

Smartphones with the EQN app installed are used in this study. As mentioned above, the smartphone app sends an heartbeat signal to the server containing information on ID, time-stamp, latitude, longitude and location precision. Due to changes in the way IDs were assigned to smartphones and due to the high variability in the number of users taking part in the project, only the period January 01, 2017 - April 30, 2017 is considered in this work. In fact, people tend to install the app soon after a major earthquake but they can also leave the project at any time. The above period is stable with respect to the number of people in the project, without peaks in the daily app installs or uninstalls.

We restrict the case study to the metropolitan area of Santiago, Chile. The study area covers roughly $40 \times 55$ kilometers. Due to its high seismicity, Chile has a high number of citizens taking part in the project and Santiago is the Chilean city with the most number of app users. Demographic summaries about Santiago population and app users living in Santiago are given in Web Appendix C. In particular, only users that have not spent more than 95% of time at their modal location are considered in this study. Indeed, we do not expect differences between static and dynamic personal exposure for users who rarely moved across the city over the period. As a result, we employ 2502 individuals for our study, which is a relatively large number when compared to other studies on personal exposure (Suarez et al., 2014). Note that the group of individuals is not claimed to be representative of the Santiago population and extending the results of this paper to the whole population of Santiago goes
beyond the scope of our work. Relevant statistics on the data collected by smartphones are depicted in Web Figure 1.

Despite time-stamps are observed in continuous time, the period January 01, 2017 - April 30, 2017 is discretized with steps of 30 minutes starting from the midnight of January 1st, for a total of 5760 time steps. All the time-stamps are then related to the closest time step, with a maximum error of 15 minutes. Since the pollutant concentration is available on hourly scale, we argue that this approximation does not have a sensitive impact on the personal exposure assessment, while it greatly simplifies the modeling and expedites the computation.

2.2 Air quality data

Our focus is on Santiago area with pollutant concentrations derived from the city air quality monitoring network. According to Garcia-Chevesich et al. (2014), Santiago is “one of the cities with the most serious air pollution problems in the world” because of emissions from vehicles, manufacturing industries, fossil fuel and wood combustion, coupled with the fact that the city is surrounded by mountain ranges that prevent air drainage. Several epidemiological studies have provided evidence that air pollution exposure has serious health consequences for the population of Santiago (Franck et al., 2015; Prieto-Parra et al., 2017).

Chilean air quality is monitored by the National Air Quality Information System (SINCA). Within the geographic area covered by this study, SINCA currently runs 9 stations depicted in Figure 1. Here, air quality data consist in hourly PM$_{10}$ concentrations measured at the 9 monitoring stations over the period January 01, 2017 - April 30, 2017, for a total of 2880 time steps; data are available at [https://sinca.mma.gob.cl](https://sinca.mma.gob.cl). Web Appendix A reports aggregated statistics for PM$_{10}$ concentrations in $\mu g/m^3$ measured at each station as well as the relevant quantiles of the standard deviation of the PM$_{10}$; values suggest that the PM$_{10}$ concentration is not constant across the area. This, in turn, means that the location of individuals matters in the assessment of their personal exposure.
3. Methodology

3.1 Defining the personal exposure

Let \( s_t = (s_{x,t}, s_{y,t})' \) denote a generic location over the geographic area \( D \) at time \( t \), with \( t = 1, \ldots, T \). The personal exposure of an individual known to be located at location \( s_t \) at time \( t \), is defined as

\[
E_t = y_t(s_t),
\]

where \( y_t(s_t) \geq 0 \) is the pollutant concentration at the spatial location \( s_t \) and time \( t \). In other words, the personal exposure corresponds to the pollutant concentration associated with individual location at time \( t \). However, this definition is not operational since, in practice, both \( s_t \) and \( y_t(s_t) \) are unknown or known with error.

First, suppose that the individual location at time \( t \) is known, i.e., \( s_t \) is known. Let \( \mathcal{Y} \) denote the set of pollutant measurements gathered at \( n \) monitoring stations over regularly time steps along a given period. Then, assessing the personal exposure translates in predicting the pollutant concentration at location \( s_t \), given the observed concentrations. In Bayesian words, we look for the posterior predictive distribution \( p(y_t(s_t) \mid \mathcal{Y}) \) to evaluate the personal exposure for a given time; equivalently, we can write \( p(E_t \mid \mathcal{Y}) \). This predictive step is the Bayesian kriging operation; details on predictive sampling are deferred to Section 4.

In practice, also the individual location \( s_t \) is uncertain. However, we can make use of the spatial locations collected by the smartphone to learn the individual location along time. Let \( S \) be the set of smartphone spatial locations collected over the same period of \( \mathcal{Y} \). Under the Bayesian framework, we use the posterior predictive density \( p(s_t \mid S) \) to infer the individual location at time \( t \). Then, the personal exposure becomes a weighted average of the pollution level over the spatial domain, with weights given by the posterior predictive density of \( s_t \), that is

\[
E_t = \int_D y_t(s_t)p(s_t \mid S)ds_t.
\]
We refer to definition in (2) to as the *dynamic* exposure. The integral in (2) cannot be evaluated explicitly but it is approximated numerically, as described in Section 4. Therefore, our goal becomes the posterior predictive distribution \( p(E_t | \mathcal{Y}, \mathcal{S}) \). In order to provide such posterior predictive distribution, a stochastic model for both pollutant measurements \( \mathcal{Y} \) and smartphone locations \( \mathcal{S} \) is needed. Here, \( \mathcal{Y} \) and \( \mathcal{S} \) are assumed to be independent. We discuss in Section 7 how to relax this assumption.

### 3.2 Individual location model

Learning individual locations at high temporal resolution is a challenging task because of the limits of GPS data discussed in the Introduction. An emerging approach used to predict individual’s location relies on the reproducibility of human patterns, characterized by daily and weekly cyclical patterns (González et al., 2008; Song et al., 2010). For instance, Scellato et al. (2011) provided a spatio-temporal approach to predict arrival and residence times of users in their relevant places. Secchi et al. (2015) analyzed functional mobile data to identify sub-regions of the metropolitan area of Milan (Italy) sharing a similar pattern along time. However, such approaches are developed to understand people movement patterns rather than individual trajectories over space.

In principle, if we assume that the individual spends most of his/her time at few spatial locations (home, work, gym, etc.), then it is possible to group all the observed locations into a small number of clusters. For instance, Cho et al. (2011) employed a two-state mixture of Gaussian distributions centered at “home” and “work” locations to understand human motion from cell phone data and social networks. More generally, mixture models can be used to represent complex dynamic spatial distributions (Paci and Finazzi, 2018) and detect relevant places for individuals. However, model estimation is computational demanding and requires to estimate the number of clusters for each smartphone user, increasing the computational burden.
As an alternative, dynamic linear modeling has been successfully employed for animal tracking (Jonsen et al., 2005; Breed et al., 2012). Following this approach, we build a state space model that also incorporates cyclical patterns of people movements. We pursue model flexibility while saving computational feasibility.

The heartbeat signal sent by the smartphone at a given time $t$ describes the smartphone location as the density of a Normal distribution, $N(\tilde{s}_t, \sigma_t^2 I_2)$, where $\tilde{s}_t = (\tilde{s}_{x,t}, \tilde{s}_{y,t})'$ is the vector of latitude and longitude, $I_2$ is the identity matrix and $\sigma_t$ is the standard deviation estimated by the smartphone itself and assumed to be error free. Hence, we first assume a measurement error model such that the location provided by the smartphone is a noisy version of the “true” unknown location $s_t$, that is:

$$\tilde{s}_t = s_t + \epsilon_t,$$

where $\epsilon_t \sim N(0, \sigma_t^2 I_2)$ is the measurement error with known variance $\sigma_t^2$ (provided by the smartphone). Note that, given the time discretization, $\tilde{s}_t$ is missing if the smartphone has not sent the heartbeat signal in the interval $t \pm 15$ minutes. When this is the case, also $\sigma_t^2$ is missing since this information is included in the heartbeat signal along with $\tilde{s}_t$.

To model the latent location, we include fixed effects to describe daily and weekly routines of individuals. In fact, given a day of the week and a hour of the day, people tend to be at the same location and this information is used to reduce the predictive variance when $\sigma_t^2$ is high or the smartphone location is unavailable. In this work, distinction is made between working days and weekend days, as well as all the 24 hours in each day are supposed to have an effect on the individual location.

Hence, the latent individual location is modeled as

$$s_t = \sum_{h=1}^{48} \beta_h \mathbb{1} (t \in h) + w_t$$

$$w_t = \varphi w_{t-1} + \eta_t,$$

where $\mathbb{1}$ is the indicator function and $h$ (with abuse of notation) distinguishes the 24 hours
in both working and weekend days such that the $2 \times 1$ vectors $\beta_h$’s associated with the dummies capture the daily and weekly pattern; the hourly coefficients are constrained to sum to zero. Finally, $\varphi$ is the autoregressive coefficient and $\eta_t \sim N(0, \Lambda)$ is the innovation error. If available, any additional information useful to describe the individual location can be included. Model (3)-(4) is very flexible and feasible to be implemented for a large group of people.

Note that model (3)-(4) is specified independently for any smartphone user. In principle, this assumption may be relaxed for groups of people. For instance, the location of people living in the same house or working in the same place are related. However, learning the relationships among users is very complex since they likely vary within the day and over time. Moreover, the exploratory analysis displayed in Web Appendix A does not motivate the introduction of an interaction effect across users. Therefore, we rely here on the assumption that person/smartphone locations are independently observed across space and time.

3.3 Pollutant concentration model

In this work, hourly PM$_{10}$ concentrations measured by the monitoring network are modeled through a hierarchical space-time model, that represents the gold standard when analyzing air quality data (see e.g., Sahu et al. 2006; Cocchi et al. 2007; Finazzi et al. 2013). Let $\tilde{y}_{t'}(s)$ be the PM$_{10}$ concentration collected at location $s$ and generic time $t'$ ($t' = 1, \ldots, T'$). Then, the model is given by:

$$
\tilde{y}_{t'}(s) = \gamma_{t'} + v_{t'}(s) + \epsilon_{t'}(s)
$$

$$
v_{t'}(s) = \phi v_{t'-1}(s) + \zeta_{t'}(s),
$$

where $\epsilon_{t'}(s)$ are white noise errors, normally distributed with zero mean and variance $\tau^2$, and $\zeta_{t'}(s)$ are independent-in-time spatial random effects coming from a zero mean Gaussian process with isotropic spatial covariance function of form $C(s, s + h; \theta) = \delta^2 \rho(h; \theta)$. Here, $\rho(h; \theta)$ is the exponential correlation function depending on decay parameter $\theta$. 

Apart from the time-varying constant $\gamma_t$, model (5) does not include additional fixed effects since no covariates are available here. This means that the spatio-temporal variability of the pollutant across space and over time is only induced by what observed at the monitoring stations. However, when high-resolution covariates are available for downscaling the pollutant, they can be easily integrated in (5).

4. Computational details

The Bayesian hierarchy of models (3)-(4) and (5) is completed by specifying the prior distribution for all model parameters, as detailed in Web Appendix D. The resulting posterior distributions are also reported in Web Appendix D. A Gibbs sampling scheme is adopted to approximate the joint posterior distribution under location model (3)-(4) as well as under pollutant model (5). The full conditional distributions of the model parameters are deferred to Web Appendix D.

Using MCMC methods, posterior sampling of the exposure at any time $t$ is provided by composition as follows. According to Sections 3.1 and 3.3, we denote $y_t(s) = \gamma_t + v_t(s)$ the underlying pollutant level. Then, a Monte Carlo integration is used to approximate the integral in (2) by discretizing the domain $D$ into a regular grid of 0.015 degree, that is

$$E_t^d \approx \sum_{l=1}^{L} y_t(A_l)p(s_t \in A_l | S),$$

where $A_l$ denotes a grid cell, with $l = 1, \ldots, L$. This will require samples from the predictive distribution of the pollutant along with samples from the predictive distribution of the individual location. In particular, predictions of the pollutant over the grid are provided by the Bayesian kriging operation that requires sampling from the conditional distribution $p(v_t(A_l) | V)$. To clarify, we assume that the pollutant level is constant between $t'$ and $t' + 1$ as well as within each grid cell $A_l$, so that the pollutant predictions are obtained at the centroid of each grid cell for each time $t$, with $t = 1, \ldots, T$. 
With regard to the predictive location, a posterior sample from $p(s_t \mid S)$ is obtained, again, by composition. Then, the posterior probability of the individual to be located within grid cell $A_l$ at time $t$ is approximated as

$$p(s_t \in A_l \mid S) \approx \frac{1}{B} \sum_{b=1}^{B} I \left( s_t^{(b)} \in A_l \right),$$

where $b = 1, \ldots, B$ is the MCMC sample and $I$ is the indicator function. In summary, we implement the following algorithm to provide a posterior sample from $p(E^d_t \mid \mathcal{Y}, S)$:

1. Draw a MCMC sample $\{\beta^{(b)}, W^{(b)}, G^{(b)}, \Lambda^{(b)}\}$ from the joint posterior distribution under model (4), with $b = 1, \ldots, B$ and compute $s_t^{(b)} = \sum_{h=1}^{48} \beta_h^{(b)} I(t \in h) + w_t^{(b)}$.

2. Approximate $p(s_t \in A_l \mid S)$ using equation (7).

3. Draw a MCMC sample $\{\gamma^{(k)}, V^{(k)}, \phi^{(k)}, \chi^{2(k)}, \tau^{2(k)}\}$ from the joint posterior distribution under model (5), with $k = 1, \ldots, K$.

4. Draw a sample $v_t(A_l)^{(k)}$ from $p(v_t(A_l) \mid V)$ and compute $y_t(A_l)^{(k)} = \gamma_t^{(k)} + v_t(A_l)^{(k)}$.

5. Finally, get a sample $E_t^{(k)}$ using equation (6).

As a result, a sample from the posterior distribution of the dynamic exposure $E^d_t$ is obtained for any time $t$, i.e., half an hour. A MATLAB code (available as Supporting information) implements the MCMC scheme described above.

5. Dynamic vs static exposure

So far, we discussed how to obtain a dynamic personal exposure by exploiting the fact that people move across the space. It is of interest to compare such exposure with the personal exposure obtained assuming that the person is fixed in space, mimicking customary epidemiological studies based on population census data. In particular, we assume that the modal location over the study period, say $\hat{s}$, represents the "home" location of the user. Then, the static personal exposure at time $t$ is defined as

$$E_t^{s} = y_t(\hat{s}),$$

(8)
that is the pollutant level for time $t$ at the user’s home location. Note that, with static exposure, the individual location is assumed to be known and constant over time. The posterior distribution of $E^s_t$ is provided by kriging the pollutant level at site $\hat{s}$ for any time. In other words, the posterior distribution of the static exposure (8) is the posterior predictive distribution of the PM$_{10}$ at the modal location $\hat{s}$ for each time $t$, i.e., $p(E^s_t | \mathcal{Y}) = p(y_t(\hat{s}) | \mathcal{Y})$.

The extensive simulation study presented in Web Appendix F shows that, when the pollutant concentration varies over the city and the user visits places far from home during the day, the dynamic exposure provides a better estimate of the true personal exposure with respect to the static exposure.

Let $\Delta_t = E^d_t - E^s_t$ be the difference between the dynamic and the static personal exposure at time $t$. Then, we focus on the average difference over time, say

$$\Delta = \frac{1}{T} \sum_{t=1}^{T} \Delta_t.$$  \hspace{1cm} (9)

The posterior distribution of $\Delta$ in (9) is, again, sampled by composition.

6. Analysis and results

We illustrate our approach by studying the personal exposure to PM$_{10}$ of 2502 users living in Santiago over the period January 01, 2017 - April, 30, 2017; see Section 2. Pollutant model (5) is fitted on PM$_{10}$ after a logarithmic transformation of the concentrations. Posterior summaries of model parameters are presented in Web Appendix E. Predictions are then back transformed to the original scale. Figure 1 displays the posterior mean surface of the PM$_{10}$ daily average (left panel) and the associated standard deviation map (right panel). Monitoring sites are superimposed. We note that average PM$_{10}$ is higher in the central area of the city while lower predictive variance is shown close to the stations, as expected.

[Figure 1 about here.]

Using data introduced in Section 2.1, we fit location model (3)-(4) for each smartphone
user to provide its personal exposure, both static and dynamic. Web Appendix G offers the results of a validation study for the location model that shows the capability of the model to provide accurate location predictions.

As an illustration, Figure 2 displays the location tracking for a given smartphone user over a one-week period; credible intervals (CIs) are in shade. The plot makes evidence of the cyclical pattern of the user location over time. Also note that larger variability is associated with times at which the location is not provided by the smartphone. The top panel of Figure 3 shows the corresponding dynamic exposure of the same user over the same period; the uncertainty associated with the dynamic exposure results from blending pollutant (see Web Figure 6) and location uncertainties. For comparison, the bottom panel of Figure 3 displays the corresponding static exposure, i.e., assuming that the user was fixed at his/her modal location. Note that differences between the dynamic and static exposure are highlighted for some time steps as well as narrower CIs are associated with the dynamic exposure.

Figure 4 shows the posterior 95% CIs of average difference over time $\Delta$ for all users, ordered by posterior median. Roughly 30% of smartphone users exhibit a significant difference between dynamic and static exposure. In particular, 229 individuals show a significant negative difference up to 4.5 $\mu g/m^3$ every half an hour, on average, while 568 individuals are associated with a significant positive difference up to 6.0 $\mu g/m^3$ every half an hour, on average. This result is summarized in Figure 5 that illustrates all users at their modal-home location; main city roads are superimposed. Upward triangles on the left panel show users with a significantly higher dynamic exposure relative to the static one; downward triangles on the right panel show users with significantly lower dynamic exposure while dots on the mid panel show users with no significant difference between static and dynamic exposure.
exposure. Reasonably, higher dynamic exposure is highlighted for users with modal location in low-polluted areas (see Figure 1) that routinely move to high-polluted areas along the observational time period. The opposite holds for people with modal location within the city center characterized by higher pollution level, on average. Supporting figures are presented in Web Appendix H.

[Figure 4 about here.]

[Figure 5 about here.]

7. Discussion

In this paper we proposed a methodology for quantifying personal exposure to air pollution by combining air quality data from monitoring networks and individual location data collected by smartphone apps. While air quality data are well studied in the literature, personal location data collected by smartphone apps are relatively recent and rarely available. Therefore, much effort has been dedicated to model the location data characterized by low sampling frequency, non-negligible error and cyclical patterns of individuals.

The methodology has been applied to a group of 2502 people in Santiago, taking part to EQN project. Location data collected by the smartphone app has been used to assess the dynamic exposure to PM$_{10}$ over a 4-month period, uncertainty included. The dynamic exposure has been compared with the static exposure evaluated assuming that the individuals spend their entire time at a fixed location. We have showed that, for around 30% of the users, the smartphone-based exposure is significantly different from the static exposure. This can be helpful to tailor individual actions to mitigate the risk connected to air pollution.

We are aware that the modeling of both the pollutant level and the individual location can be improved to better explain their variability across space and over time. Nonetheless, our
contribution has been to show how to blend such information sources to assess the personal exposure for a large group of persons.

As an extension, we can envision an interaction between people location and pollutant concentration. From one hand, we can account for the effect of air pollution on people movements in the location model. Indeed, some empirical studies have recently appeared in the literature with the aim of assessing whether people change their behavior in response to poor air quality (Welch et al., 2005; Borbet et al., 2018). Alerts reported by public/private agencies during severe pollution events may affect people behavior, since guidelines to reduce outdoor activities are often published during poor air quality episodes. For instance, sensitive persons (such as young children and/or older adults with underlying cardiac or pulmonary disease) may decide to avoid highly polluted areas. In this case, a further component can be introduced in model (4) to link individual movements to poor air quality episodes; e.g., a dummy variable that encodes whether the daily threshold has been exceeded, say the previous day. Moreover, people movements may depend on their perception about poor air quality (Semenza et al., 2008) rather than pollution measurements. Again, such information can be added to model (4) when available. On the other hand, the pollutant concentration may be driven by the presence of people in the area. Although it is not feasible to identify the effect of a single person to the air pollution, information about the dynamic spatial density of the population can be added to model (5), if available. Because of the set of smartphone users in our study is not representative of the population of the city, we only make inference at the individual level.

We acknowledge that personal exposure also arises from pollutant concentrations in indoor air; however, distinguishing between indoor and outdoor exposure is beyond the scope of this work. In fact, while smartphone location data may be used to understand when individuals are indoor or outdoor, indoor pollutant concentrations are hard to collect or assess.
In the future, miniaturized air quality sensors might be available, possibly on smartphones; however, several years are still needed for them to be spread enough for personal exposure assessment on large groups of people. Rather, location data are routinely collected by many smartphone apps similar to EQN app, for instance by social networks. In all these situations, personal exposure can be provided by employing the approach proposed in this work.
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Figure 1. Posterior mean surface of the PM\textsubscript{10} daily average in $\mu g/m^3$ (left panel) and standard deviation map in $\mu g/m^3$ (right panel). Triangles represent the monitoring stations. This figure appears in color in the electronic version of this article.
Figure 2. Location tracking for a given smartphone user over a one-week period; CIs are in shade. This figure appears in color in the electronic version of this article.
Figure 3. Posterior distributions of the dynamic (top panel) and static (bottom panel) exposure associated with user in Figure 2; CIs are in shade. This figure appears in color in the electronic version of this article.
Figure 4. Posterior 95% CIs of $\Delta$ in (9) for all users ordered by posterior median. This figure appears in color in the electronic version of this article.
Figure 5. Modal locations of smartphone users: upward triangles on the left panel show users with a significantly higher dynamic exposure relative to the static one; downward triangles on the right panel show users with significantly lower dynamic exposure; dots on the mid panel show users with no significant difference between static and dynamic exposure. This figure appears in color in the electronic version of this article.