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Introduction

Asset Liability Management (ALM) is the process of finding optimal policies for long term investors which need to meet future obligations. The implemented strategy should be optimal both with respect to the financial resources and with respect to the liability of the real life problem subject to a set of management and institutional constraints. The problem is highly stochastic due to the risky nature of future demographic, actuarial and economic variables such as financial returns, liability and macroeconomic indicators. It is so necessary to find a properly right set of mathematical tools which are able to optimise the strategy considering the stochastic implications. Multistage stochastic programming (MSP) is an extension of mathematical programming in which some or all parameters have a stochastic nature. Traditional solutions methods for MSP required a discrete approximation of the underlying probability distribution governing the evolution of the random parameters in order to transform the problem into a deterministic equivalent representation. The deterministic representation can then be solved using traditional optimization algorithms or more specialised solvers which take advantage of the special block structure of the problem. Advancements in computer technology and in algorithms efficiency enable increasing opportunities in modelling and solving these problems with long time horizons, a large number of decision variables and constraints and with sophisticated objective functions. As a result, MSP has emerged as a fruitful technique to deal with ALM problems for its flexibility in modelling real life specific features such as, friction markets with transaction costs and taxes, complex regulatory and management constraints and multi-target objective functions.

Areas of applications where MSP has been successfully applied are asset allocation [40, 42], bank management [4, 31], fixed income portfolio management [2, 3, 16], insurance and pension fund companies [6, 7, 8, 11, 14, 17, 24] and minimum guarantee financial products [13]. Typically dynamic ALM problems are formulated to find the optimal dynamic investment strategy which fulfils a set of constraints and maximise an expected utility function over an investment horizon with a given set of portfolio rebalancing periods. In some models also policy parameters, such as
the optimal contribution rate in a pension fund, are considered as variables.

MSP has also been applied to contingent claim pricing problems in incomplete markets. King [28] proposed to price a contingent claim in a discrete market environment using super-replication arguments: the price of the contingent claim is defined as the minimal initial capital which enables the implementation of a self-financing trading strategy which covers the claim without risk. Starting from this seminal work other authors have proposed different MSP models to price particular contingent claim as European options [39] and American options [36]. The above models differ not only in the special nature of the contingent claim, but also in the way the replication problem is defined. The same approach has been used to price a stochastic stream of payments corresponding to an insurance or a pension annuity payoff [25]: the annuity is considered as a contingent claim and its fair value is the least expensive replicating portfolio to attain such payoff. The obtained self-financing trading strategy is obviously dependent from the stochastic annuity stream of payments and the problem can be naturally considered as a particular type of ALM problem [25, 32]. This pension/insurance obligations pricing methodology is in line with the Article 75 of Directive 2009/138/EC (Solvency II-directive) which requires an economic, market-consistent approach to the valuation of assets and liabilities.

When MSP models are numerically solved using a deterministic equivalent representation, a crucial role assumes the choice of the methodology through which the original distribution is approximated by discrete scenarios. Scenarios are usually represented by an event tree in which the nodes values represent the random parameters distributions. A technique used to generate such scenario tree is called scenario tree generation method. Mostly, scenario tree generation methods rely on four types of different approaches: Monte Carlo-based sampling [5, 6, 37], the moment matching method [9, 26, 27, 38], the sequential cluster [15, 21] and optimal discretisation methods based on some probability metrics such as the Wasserstein distance [22, 23, 33, 34, 35]. In Monte Carlo-based methods a conditional discrete sample is obtained from the theoretical continuous distribution at each node and in each stage starting from the root node in a forward fashion. Different variance reduction techniques have also been implemented in order to limit the approximation error. Moment matching methods focus the attention on the error minimisation between a certain set of moments of the original distribution function with those of the discrete approximation. The problem can be formulated as a non-linear system of equations or as a non-linear minimisation problem. Optimal discretisation methods attempt to minimise some probabilistic metric such as the Wasserstein distance between the original and the approximated distributions. Another class of tree generation methods is represented by hybrid techniques where two or more of
the four approaches are combined in order to take advantage of the specific features of each method. Examples are tree generation algorithms that combine the Monte Carlo-based, the sequential cluster and the moment matching methods [1, 41]. Since the computational effort of solving the MSP problem grows exponentially with the number of nodes in the scenario tree there is a trade-off between the risky parameters distribution approximation and the real problem solving capacity. This rise the issue of the extent to which the approximation error in the event tree will bias the optimal solutions of the model [12, 26, 27, 33].

Another important issue for financial problems solved by MSP is the presence of arbitrage opportunities in the returns scenario tree. An arbitrage is the opportunity to have a riskless investment with a positive return. The presence of an arbitrage strategy along the tree will be then exploited by the optimiser and the objective value of the financial planning model will increase without additional risk. In the general formulation of financial MSP models the presence of arbitrages will lead to unbounded solutions. When instead the short selling in each asset is limited, optimal solutions are obtained but they are biased. Klaassen [29, 30] was the first to show how arbitrage opportunities can bias the optimal solution of a bond selection investment problem with liability. The arbitrage opportunities issue related to the generation of a scenario tree for asset returns has been then considered by other authors. Geyer, Hanke, and Weissensteiner [19, 20] investigate the theoretical relationships between the mean vector and the covariance matrix specifications of the statistical model for asset returns and the existence of arbitrage opportunities. Consiglio, Carollo and Zenios [9] and Staino and Russo [38] proposed two similar moment matching tree generation approaches which directly consider the problem of avoiding arbitrage opportunities.

This thesis deals with two interconnected problems related to the defined benefit (DB) pension fund industry. In the first problem the pension fund manager seeks the actual price of the liability of the pension fund on a market valuation based approach. This can be viewed as a pricing problem in an incomplete market and it has been solved by replication arguments using MSP following the cash-flow matching method proposed by Hilli, Koivu and Pennanen [25]. The arbitrage opportunity issue related to the generation of the asset returns scenario tree has been addressed by developing an algorithm based on an hybrid approach, which combine the method proposed by Xu et al. [41] with the moment matching algorithm with additional constraints to avoid arbitrage opportunities introduced in [9, 38]. With the proposed algorithm, we are able to generate asset scenario trees which do not contain arbitrage opportunities and solve the pension fund pricing problem without imposing short selling limits. However, since the ALM pricing model must keep the economic features of the real pension fund problem, we have solved the same problem by
imposing different limits, or totally exclude short selling positions. This is due to the fact that each country has its own regulation on short selling transactions. In Italy, for example, insurance and pension fund companies are forced by the legislator to avoid short positions (Decree of the treasury department 21 November 1996 n. 703). When short selling limits are imposed, the pricing problem will have an optimal solution also if computed by using an asset scenario tree with arbitrage opportunity. In this cases we are then able to compute the bias on the optimal solutions by taking the difference between the solutions obtained with trees with arbitrage and with trees without arbitrages. The trees with arbitrages are generated with the same algorithm by relaxing the constraints to avoid arbitrages. The second problem is the pricing of a longevity swap contract. Longevity swaps are financial derivative contracts recently designed in order to provide an hedge against parties that are exposed to longevity risks through their businesses, such as pension plan managers and insurers. We propose an approach from the point of view of the pension fund manager to price these contracts which is an extension of the liability valuation procedure previously proposed. The rest of the thesis is organised as follows:

1. In the first chapter we firstly present the main features of the DB pension fund business. We then present a general MSP problem which can be used as a reference model for ALM for DB pension funds and which will be used, although with some modifications, along the rest of the thesis.

2. In the second chapter the scenario generation technique to obtain arbitrage-free scenario trees is described and motivated. We then tested the proposed algorithm on a portfolio case study against a similar hybrid method proposed by Xu et al. [41] which does not directly consider the issue of arbitrage opportunity. This case study has been implemented in order to validate the proposed method by comparing it with a similar hybrid existing method in the literature.

3. In the third chapter the liability valuation problem in incomplete markets of a DB pension fund is discussed and different MSP formulations are proposed and tested on a case study based on an artificial pension fund. When short selling is limited, or totally exclude, the bias on the optimal solutions derived by arbitrages in the scenario tree is computed.

4. In the final chapter the longevity derivative market is briefly explained and a MSP problem to find the price of a longevity swap is presented and tested on the same pension fund case study developed in the third chapter.
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Chapter 1

ALM for Pension Funds

1.1 Introduction

Modern pension systems are complex architectures of different public and private organisations designed to offer an acceptable income to individuals during their post-work residual life. Although each country has implemented a specific pension system we can follow the World Bank [28] taxonomy based on three pillars. The first pillar is usually designed as a state-managed pay-as-you-go (PAYG) with a strong redistribution purpose for avoiding old-age poverty. The second pillar is constituted as a private defined contribution DC or defined benefit DB system financed by private company sponsors that should guarantee an adequate pension in terms of the replacement rate. Finally, the third pillar should provide an opportunity for individuals to further improve their retirement income. Demographic, economic and institutional changes are putting pressure on the sustainability of state-funded and private pension systems in the European Union. The economic crisis has further deteriorate the funding position of the pension fund industry. Several pension funds have increased the retirement age, the contributory period and reformed the contributory rates. In many countries we have also assisted to a gradually shift from defined benefit (DB) to defined contribution (DC) pension schemes. In such a context the design of a proper set of risk management tools is crucial for safeguard DC and DB pension schemes business.

Increasingly over the recent years large institutional investors are moving from long established static, myopic optimization approaches to identify their optimal portfolios to dynamic models able to preserve the time structure of long term liability commitments and at the same time accommodate policy revision over long horizon. The importance of adopting the ALM approach in coupling the asset-side of the problem with liability streams has been extensively documented. It represents a critical improvement from the traditional asset-only allocation strategies,
which have been shown empirically to be inadequate to jointly manage the dynamics of short and medium term evolution of asset prices, risk-factor correlations and negative future cash flow obligations. In this context MSP has been increasingly used in ALM problems designed for optimal pension fund management of both DB and DC schemes [3, 4, 7, 10, 11, 14, 15, 16]. Typically, MSP models for the pension fund industry are formulated as portfolio optimization problems in which portfolio rebalancing is allowed over a long-term horizon at discrete time points, and where liabilities, connected on the nature of the pension contract, are considered. The uncertainty affects both assets and liabilities values in the form of discrete scenario dependent realisations. The portfolio manager, given an initial wealth, looks for the maximisation of the terminal wealth at the horizon, and simultaneously, for the minimisation of some measure of the risk involved in the strategy, with investment returns modelled as discrete state random vectors. Decision vectors represent possible investments in the market and holding or selling assets in the portfolio, as well as borrowing decisions from a credit line or deposits with a bank. Starting from this general structure, different specialised models have been developed for taking into account some specific features of the pension scheme, for example DB vs. DC plans, different salary cohorts and specific national regulatory prescriptions. In some models also policy decisions are inserted as variables into the problem. As an example, Dempster et al. [7] employ MSP to determine the optimal asset allocation and the employer contribution rate that will enable the scheme to achieve a desired funding ratio within a given time horizon while respecting the trustees’ risk appetite.

The rest of the chapter is organised as follows. In Section 1.2 the basic features of the pension fund activity and regulations are presented with a special attention on the valuation of the private sector liability of the EU zone. In Section 1.3 the general MSP modelling framework for manage pension fund problem is briefly depicted in its basic constitutive elements: the discrete market model formulation as a tree process, the objective function and the constraints typologies of the optimization problem.

1.2 Pension Fund Economics

Each country has developed a unique pension system as a component of its social welfare mechanism. The historical development of the social welfare has led to complex pension systems across the European countries, making the classification and the comparison of their functioning an hard task. In recent years almost every European state has undergone a significant reorganisation of its pension system due to deep changes in the demographic and economic environment. The improvement in life expectancy and the simultaneous reduction in birth rates have increased the
share of retired individuals in every country of the European Union. The 2008 financial crisis has produced a series of fundamental modifications in all the sectors of the European economy and also in markets regulations. Most European countries have been forced to adopt harsh austerity measures to reduce their deficits which are perceived as the cause of the slow recovery from the crisis. As a result many states have undertaken different reforms in order to ensure the sustainability of their pension systems. A common feature of this reforms among the countries is the more weight the private pension schemes will have to guarantee a decent retirement income [17]. Private pension schemes also vary widely among states since they have been developed in order to support the public sector. These differences usually rely on the types of coverage rules, the choice of the replacement rate and the public incentives at play. In this Section we concentrate on the private sector pension fund industry which is the most prominent side of the second and the third pillars. In particular we analyse the distinction between DB and DC schemes and the major risk sources which affect the business. A pension plan is a retirement plan that requires an employer to make contributions into a pool of funds set aside for a worker’s future benefit. The pool of funds is invested on the employee’s behalf, and the earnings on the investments generate income to the worker upon retirement. The most important distinction of the pension systems in terms of redistribution, but also of risk sharing, is the formula translating the contributions into benefits. This is particularly the case for occupational Pillar 2 pension schemes. Generally, two types of system exist: defined benefit (DB) and defined contribution (DC) schemes.

Pension plans with defined benefits are determined by formulas taking into account number of years of contributions and the level of earnings for some part of the working career. Benefits do not necessarily have a direct link with the notional amount contributed. The amount of contributions deposited by the employee during its active life is generally used only as a condition for benefits; although some mechanisms of income adequacy can be incorporated to ensure a degree of differentiation for higher earners. However, the redistributive feature implies that higher earners will have lower replacement rates overall than lower earners [19]. In a typical DB plan a minimum number of contribution years is required to get the life annuity, which is usually a percentage of the last pre-retirement nominal earnings. Sometime the fixed guaranteed monthly benefits are indexed to inflation. The pension fund pays the annuities already matured with the contributions of the actives members, plus the eventually investment returns. Generally, both the employee and the employer contribute to the plan, and the contributions are pooled and invested by the plan sponsor. The total amount of contributions, plus the investment returns, must be adequate to cover benefit costs. If contributions from employees and employers,
plus the investment returns are not adequate to cover the additional benefits earned each year, the unfunded benefit obligation increases, and the funded status of the plan deteriorates.

Defined contribution systems determine benefits in proportion to the amount contributed rather than to labour participation. Contributions are registered to an individual saving account administered by the plan sponsor. The amount in the saving account at distribution includes the contributions and investment gains or losses, minus any investment and administrative fees. Employee contributions are typically deducted directly from its salary, and frequently some portion of these contributions is matched by the employer. At retirement, the benefit can be received as a lump sum, as equal payments over a specified number of years, or it can be used to purchase an annuity for a lifetime benefit. The benefit amount at retirement is based on the ending account balance and on the assets belonging to the worker, meaning that previous contributions are portable across employers and there are no problems concerning the back-loading of accrued benefits. This in turn implies that workers are able to leave the plan assets under the administration of a previous employer, transfer the assets to a new employer plan or transfer the assets to an individual retirement savings account. In this setting it is the contribution amount, rather than the benefit, that is fixed, and the investment risk is shifted from the fund managers toward the workers. As a result, DC pension plans are always fully funded (a pension plan that has sufficient assets needed to provide for all accrued benefits). Since defined contribution plans do not guarantee a specific benefit payment amount to participants, there is no unfunded benefit obligation. As a result, DC plans do not create future cost obligations for the plan sponsor and compared to a DB plan, the accounting treatment is quite simple because each account is managed alone without pooling [6]. A hybrid of a DC system managed as a PAYG system can result in notional accounts (NDC) where the individual accounts are notional: contributions create rights of the contributor and a quantitatively determined liability of the managing institution, but the source of benefits is often tax-based. One of the main differentiating features of these two systems is the risk of investment and adequacy. Under DB, the managing institution bears the investment risk and the related risk of providing an adequate pension income. Under DC, there is no guarantee of a minimum real or even nominal income upon retirement, and therefore the risk is entirely borne by the contributor. A third class is composed by the so called hybrid schemes. Hybrid schemes share features with both DC and DB plans in order to distribute the risk between the employer and employees [1, 2, 12]. Examples of hybrid plans are career average schemes, combination hybrids, self-annuitising DC scheme, final salary lump sum schemes, underpin arrangements, cash balance schemes and fixed benefit/benefit unit schemes [26, 29].
1.2.1 Funding Ratio and Pension Fund Solvability

Pensioners receive a pension which is an annuity based on their last income at retirement age (DB case) or on their wealth accumulated by the time of retirement (DC case). Active members pay contributions during their working years in order to accumulate wealth for retirement age. The future exposure of the actual pension fund business is represented by the two concepts of obligations and liability. Obligations summarise the pension fund promised payments to pensioners and active members based on their current wealth. For obligations, we do not take into account any future contributions into the pension fund by active members. Liability consists of the present value of the pension fund promised payments to pensioners and active members taking into account current wealth and including outstanding future contributions. In order to compute the pension fund liability we need to make assumptions on the active members’ projected future wages and on the evolution of the pension fund population. In particular, for a DB pension scheme, we are interested in the salary evolution of each individual whereas for a DC pension scheme we also need to project the future returns of the invested future contributions. In both the cases we have to implement a statistical population model to forecast active and passive members future dynamics. We call $N_{a,t}^α$ and $N_{p,t}^α$ the total number of active and passive members with age $α$ at $t$, with $A$ and $P$ the two sets containing the ages $α$ related to active members and passive members respectively. The evolution of $N_{a,t}^α$ and $N_{p,t}^α$ will depend on uncertain factors such as the mortality of each member, the number of new active members which enter in the pension at each year and also on the number of members which leave the scheme before the retirement period. The bold character is used in this Section to represent the variables with a stochastic evolution over time. We then denote by $κ_{i,t}$ and $γ_{i,t}$ the contribution payed and the pension received by the $i−th$ member at $t$.

The way on which the value of $κ_{i,t}$ is computed is usually a fixed proportion of the salary both in DB and DC plans, the value of $γ_{i,t}$ is instead differently computed. As we have already mentioned, in a DB scheme $γ_{i,t}$ is a fixed fraction of the last salary before the retirement period adjusted by some inflation benchmark. In a DC pension scheme the contributions are deposited in an individual account and then invested by the pension fund manager, the value of $γ_{i,t}$ will be then determined as an annuity on the wealth accumulated by the returns gained on the individual account. We can then define the total amount of contribution $K_t$ and pension flows $Γ_t$ at time $t$ respectively as:

$$K_t = \sum_{α ∈ A} \sum_{i=1}^{N_{a,t}^α} κ_{i,t}$$
The pension fund net payments \( l_t \) at \( t \) are then defined as \( l_t = \Gamma_t - K_t \). The present value of these two future stochastic streams of flows \( \{ K_t \} \) and \( \{ \Gamma_t \} \) is obtained by taking their expected value, discounted by reference to a technical interest rates term structure. Formally, if we define \( r_{0,t}^{tech} \) the discount interest rate between 0 and \( t \), we have that the present values \( C_0 \) and \( L_0 \) at time \( t = 0 \) will be:

\[
C_0 = \sum_{t=1}^{T} \left( 1 + r_{0,t}^{tech} \right)^{-t} E[K_t],
\]

\[
L_0 = \sum_{t=1}^{T} \left( 1 + r_{0,t}^{tech} \right)^{-t} E[\Gamma_t].
\]

The net asset value \( V_0 \) of the pension fund at \( t = 0 \) is defined as the difference between the asset value \( A_0 \) plus the present value of the future contributions and the present value of the future pension payment:

\[
V_0 = A_0 + C_0 - L_0.
\]

The funding ratio \( \Lambda_0 \) at \( t = 0 \) is instead computed as the ratio between the asset value \( A_0 \) plus the present value of the future contributions and the present value of the future pension payment:

\[
\Lambda_0 = \frac{A_0 + C_0}{L_0}.
\]

The net asset value \( V \), and the funding ratio \( \Lambda \), are two control variables used by the pension fund manager and the authority to assess the risk exposure of the pension fund and the sustainability of its management policy: a funding ratio level below the unity indicates the pension fund inability to cover the future obligations. The methodology used to derive the technical interest rates term structure depends on the regulation adopted in each country. In the US, for instance, the Department of the Treasury publishes each month a spot yield curve computed on the basis of high-quality corporate bond (rated A or better) yields. The single-employer pension plan can then use either this spot yield curve or the 24 month average of three maturity segments of the curve (0-5 years, 5-20 years, and 20+ years), as required by the Pension Protection Act of 2006. For what concern the state members of the European Union, the European Insurance and Occupational Pensions Authority (EIOPA) publishes each month a set of discount interest rates, called risk-free interest rates, from one year maturity onwards. Risk free interest rates are extrapolated with the Smith-Wilson method and then modified by a volatility and credit spread adjustment using swap rates as inputs. In the absence of financial swap markets, or where information of such transactions is not sufficiently reliable, the
The risk-free interest rate is based on the government bond rates of the country. The exact methodology is described in a technical document on EIOPA’s website [13]. The choice of discount rate can make a large difference to the measured value of accrued liabilities. A decrease of one percent in the discount rate can lead to as much as a 30 percent increase in the liability [24, 30].

1.2.2 Risk Analysis

All pension schemes and their pillars face a number of risks depending on their exact design. Five fundamental types of risk have been identified: financial, longevity, inflation, behavioural and regulatory risks. Financial risks refer to the fact that the returns to the underlying financial assets are uncertain and variable. In DB schemes the financial risk is entirely faced by the pension plan sponsor, since the pension will just depend on inflation and salary dynamics, whereas in DC pension schemes the financial risk is all faced by the members. As an example, DC plan members that started their retirement period during the market downturn of the Internet bubble had retired with a much smaller plan balance than individuals with similar historical contributions flows who retired during the stock market boom of the late 1990s.

Inflation risk is linked to the inflation rate evolution: DB plans which guarantee an yearly inflation adjustment of their passive member pensions take the risk of an higher pension outflow in the case of an unexpected increase in the inflation rate. In DC pension scheme the employees bear the inflation risk and they must be able to calculate the amount of savings needed to retire and choose a complex investment decision in order to administrate their assets until their death to maintain their living standard. Although many DC plans offer a large flexibility on investment decisions like contribution amounts, portfolio allocations, and, in some countries, the timing of withdrawals, it seems from empirical evidence that the majority of the clients use standard contracts without having an active control over the asset mix, probably for the lack of basic financial literacy. Empirical evidences also suggest that there are behavioural biases such as considerable inertia and myopia regarding retirement decisions, which may ultimately threaten the capacity of DC plans to provide retirement security.

Longevity risk is the risk attached to the increasing life expectancy of pension plan participants, which can eventually translate into higher than expected pay-out-ratios for many pension funds. Individual lifespan is uncertain and, unless provisions are taken to avoid this, there is a risk that one may outlive pension means. The longevity risk is faced by the plan sponsor in DB schemes and by the pensioners in DC plans (a DC plan member needs to accumulate enough capital in order to keep its life standard until his death).
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Behavioural risk denotes the risk associated with individual non-professional portfolio management now amply demonstrated in the behavioural economics literature [19, 27]. This includes a tendency to trade too often (thereby incurring excessive trading costs), to under-diversify portfolios, and to fail to regularly balance the risk profile as retirement gets closer. It is related to financial literacy for individually managed pension savings.

Finally, regulatory risks are those related with the governance of the pension fund. Key issues here are the transparency of management fees and the ability to change pension providers or fund managers. Large differences exist in management fees for second and third-pillar pension products, not necessarily related to performance. Over a long horizon, fees can have a large impact on the pension outcome at retirement.

1.3 ALM models for Pension Fund Industry

1.3.1 Scenario Tree Market Model

Multistage stochastic programming models are usually defined on a discrete filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t=0}^T, \mathbb{P}) \). The atoms of \( \Omega \) are sequences of real-valued vectors at discrete time periods \( t \in \mathcal{T}, \text{ with } \mathcal{T} = \{0, 1, ..., T\} \). We define \( \{\mathcal{N}_t\}_{t=0}^T \) as a sequence of partitions of \( \Omega \) such that \( \mathcal{N}_0 = \Omega \), \( \mathcal{N}_T = \{\{\omega_1\}, ..., \{\omega_T\}\} \) and where each element \( n \in \mathcal{N}_t \) is equal to the union of some elements in \( \mathcal{N}_{t+1} \) for every \( t < T \). This succession of partitions of \( \Omega \) defines uniquely the information structure of the probability space and each \( \sigma \)-algebras \( \mathcal{F}_t \) is generated by the partition \( \mathcal{N}_t \) and the usual properties on the filtration hold: \( \mathcal{F}_0 = \{\phi, \Omega\} \), \( \mathcal{F}_t \subset \mathcal{F}_{t+1} \), \( \forall t \in \mathcal{T} \) and \( \mathcal{F}_T = \mathcal{F} \). At the first time \( t = 0 \) every state \( \omega \in \Omega \) is possible whereas at the final time period \( t = T \) we know exactly which \( \omega \in \Omega \) is the real state of the world. At each intermediate stage \( 0 < t < T \) the investors know that for some subset \( A_t \) of \( \mathcal{N}_t \) the true state is some \( \omega \in A_t \), but they are not sure which one it is. The probability space can be viewed as a non-recombinant scenario tree and the elements \( n \) of each partition \( \mathcal{N}_t \) are called nodes. Every node \( n \in \mathcal{N}_t \) for \( t = 1, ..., T \) has an unique parent denoted \( a(n) \in \mathcal{N}_{t+1} \) and every node \( n \in \mathcal{N}_t \) for \( t = 0, ..., T-1 \) has a non-empty set of child nodes \( C(n) \subset \mathcal{N}_{t+1} \). The probability distribution \( \mathbb{P} \) is such that \( \sum_{n \in \mathcal{N}_T} p_n = 1 \) for the terminal stage and \( p_n = \sum_{m \in C(n)} p_m \), \( \forall n \in \mathcal{N}_t \), \( t = T-1, ..., 0 \). The conditional probability that the node \( m \) occurs, given that the parent value is \( n = a(m) \) has occurred, is defined by \( p_{mn} = \frac{p_m}{p_n} \), with \( m \in C(n) \).

We call the sub-tree associated to the node \( n \) at the stage \( t \) the one-period tree composed by the node \( n \) and by its child nodes \( C(n) \).

The financial market is described by a finite set of \( I \) liquid assets indexed by the set \( \mathcal{I} = \{0, 1, 2, ..., I\} \) with price \( S_{i,t} \) at \( t \) that can be traded at \( t = 0, ..., T \). The
stochastic riskless security price is denoted by the index $i = 0$ so that the discount factor of the economy is $\frac{1}{S_{0,m}}$ and the discounted asset price of the $i$-th security is

$$Z_{i,m} = \frac{S_{i,m}}{S_{0,m}}.$$  

We assume that $\{S_{i,t}\}_{t=0}^{T}$ is a stochastic process adapted to the filtration process $\{\mathcal{F}_{t}\}_{t=0}^{T}$. This implies that also the return process $\{r_{i,t}\}_{t=0}^{T}$ defined as $r_{i,t} = (S_{i,t} - S_{i,t-1})/S_{i,t-1}$ is an adapted process with respect to the same filtration process. We can uniquely define the expectation of $S_{i,t}$:

$$E_{\mathbb{P}}[S_{i,t}] = \sum_{n \in \mathcal{N}_{t}} p_{n} S_{n,i}$$

and the conditional expectation:

$$E_{\mathbb{P}}[S_{i,t+1}|\mathcal{F}_{t}] = \sum_{m \in C(n)} \frac{p_{m}}{p_{n}} S_{i,m}$$

We define a dynamic trading strategy $x = \{x_{t}\}_{t=0}^{T}$ as a vector random process defining the portfolio $x_{t} = [x_{0,t}, x_{1,t}, ..., x_{I,t}]^{T}$ held in $t$, where $x_{i,t}$ represents the amount invested in the $i$-th asset. The portfolio value in each period will be then defined as $X_{t} = \sum_{i=0}^{I} x_{i,t}$. The pension fund net cash outflow is defined by the process $\{l_{t}\}_{t=0}^{T}$ adapted to the filtration $\mathcal{F}_{t}$. We define a stochastic vector $\xi_{t} = [r_{t}, l_{t}]$ as the vector containing all the stochastic processes considered in the model.

### 1.3.2 Optimization Model

The formulation of an optimal ALM planning problem for the pension fund is defined as an optimal control of a dynamic stochastic system on the discrete market model previously defined [5]. The state of the system is represented by a $\mathcal{F}_{t}$-measurable random loss process $Y = \{Y_{t}\}_{t=1}^{T}$ whose evolution in time is described by a set of transition functions $g_{t}$, for $t \in T$:

$$Y_{0} = g_{0}(x_{0}),$$

$$Y_{t} = g_{t}(Y_{t-1}, x_{t-1}, \xi_{t}); \quad t = 1, \ldots, T$$

The quality of the adopted strategy at each stage $t$, $\forall t \in T$, is measured by a risk measure $\rho_{t}(Y_{t})$ of the random loss process, where $\rho_{t}$ is a convex function on the space of real-valued random variables. The dynamic trading strategy $x$ is assumed to belong to a control space $\mathcal{X}$ which defines the feasible region of the problem. The space $\mathcal{X} = \mathcal{X}_{0} \times ... \times \mathcal{X}_{T}$ is normally assumed to be convex for solvability problems and it represent constraints on the trading strategy which arise from regulatory, business or specific problem issues.
Optimal Stochastic Control Problem:

\[
\begin{align*}
\min_x \sum_{t=0}^{T} & \rho_t(Y_t) \\
\text{s.t.:} & \\
Y_0 &= g_0(x_0), \\
Y_t &= g_t(Y_{t-1}, x_{t-1}, \xi_t), \quad t = 1, ..., T \\
x_t &\in X_t
\end{align*}
\] (1.1)

In real pension fund applications the random process \( \{Y_t\}_{t=0}^{T} \), the risk measures \( \rho_t(Y_t) \), for \( t \in T \), and the feasibility state space \( X \) can assume different specifications. In the next two sections some specific formulations for the objective functions and the constraints pension fund problems are presented.

1.3.3 Constraints

The feasibility space \( X \) is defined by a set of constraints which can be divided into two main categories. The first class contains the structural constraints that ensure the time consistency of the variables that enter in all the dynamic stochastic programming ALM models. These are essentially the initialisation values of the variables and the equations describing the evolution of such values originated by the strategy implemented between two periods. It is a common practice to introduce the non-negative variables \( x_{i,t}^+ \) and \( x_{i,t}^- \) for \( i \in I \) and \( t \in T \) which represent the amount purchased and sold respectively in each asset at \( t \). The parameters \( \bar{x}_{i,t} \) for \( i \in I \) are the initial values of the portfolio assets and cash at \( t = 0 \) before the optimization procedure, and represent input of the model. The inventory constraints are used to update the trading strategy \( x_{i,t-1} \) from \( t - 1 \) to \( t \) for each asset given the financial returns realised and the choice of sales \( x_{i,t}^- \) and purchases and \( x_{i,t}^+ \). The cash balance constraints are instead set to update the cash account value from \( t - 1 \) to \( t \) given the trading strategy implemented in \( t \), taking into account the transaction costs \( \theta_i^- \) for sales and the transaction costs \( \theta_i^+ \) for purchases, and the exogenous expenditure to cover the liability process \( l \).

**Structural Constraints**

- Initial cash balance constraints:

\[
x_{0,0} = \bar{x}_{0,0} + \sum_{i=1}^{I} \left( 1 - \theta_i^- \right) x_{i,0}^- - \sum_{i=1}^{I} \left( 1 + \theta_i^+ \right) x_{i,0}^+.
\]
• Initial assets inventory constraint:

\[ x_{i,0} = x_{i,0}^+ + x_{i,0}^- \], for \( i = 1, \ldots, I \).

• Cash balance constraints:

\[ x_{0,t} = (1 + r_{0,t}) x_{0,t-1} + \sum_{i=1}^{I} (1 - \theta_i^-) x_{i,t}^- - \sum_{i=1}^{I} (1 + \theta_i^+) x_{i,t}^+ - l_t. \]

• Inventory balance constraints:

\[ x_{i,t} = (1 + r_{i,t}) x_{i,t-1} + x_{i,t}^+ - x_{i,t}^-, \] for \( i = 1, \ldots, I \).

The second class contains particular functional constraints that are essential to represent the environment in which the company operates such as institutional (law, regulations, ...) or market rules (specific contracts for some asset). Cash borrowing and short selling constraints are defined to fix a limit on the negative value which each asset’s invested amount can assume. Position limits constraints limit the amount invested in an asset to be less than some proportion \( \phi < 1 \) of the fund wealth, whereas the turnover constraints limit the approximate change in the fraction of total wealth invested in some equity or bond asset \( i \) from one time to the next to be less than some proportion of the fund wealth \( \nu_i < 1 \). Chance constraints require the probability of an event to be less then a pre specified parameter \( \beta \). Typically the chance constraint is implemented to control the tail risk and it is imposed to the event in which the difference between some target parameter \( \tilde{X}_t \) and the portfolio value \( X_t \) is negative. Using this type of constraint generally transforms the optimization procedure into a non-linear programming problem. Although different relaxing and linearisation techniques can be applied, these methods need a large number of auxiliary variables which often increase substantially the problem size.

**Functional Constraints**

• Solvency constraints: \( X_t \geq 0 \).

• Cash borrowing limits: \( x_{0,t} \geq \delta_0 \), with \( \delta_0 \leq 0 \).
• Short selling constraints: \( x_{i,t} \geq \delta_i, \forall i = 1, \ldots, I, \) with \( \delta_0 \leq 0. \)

• Position Limits: \( x_{i,t} \leq \phi_i X_t, \forall i = 1, \ldots, I. \)

• Turnover constraints: \( |x_{i,t} - x_{i,t-1}| \leq v_i X_{a(n)}, \forall i = 1, \ldots, I. \)

• Chance Constraints: \( P \left( \tilde{X}_t - X_t \leq 0 \right) \leq \beta. \)

### 1.3.4 Objective function

The pension funds manager seeks the self-financing trading strategy which maximises the employers wealth and, at the same time, ensures an adequate level of risk. The risk-return trade-off faced by the investor is incorporated in the model by the choice of specific functionals for the set of risk measures \( \rho_t, \forall t \in T, \) previously introduced. In many models each risk mapping \( \rho_t \) is composed by a convex combination of different sub risk measures, each of whom is applied on a different loss process \( Y \) and controls a particular aspect of the problem. The typical approach is to consider a convex combination between the opposite of the expected portfolio value \( E_P [-X_t] \) and a down-side risk measure on the loss process \( Y \). Downside-risk measures penalise only the events in which the loss process jumps above a pre-specified maximum risk level \( \tilde{Y}_t \). Example of down-side risk measures are:

- **Expected Target Shortfall**
  \( \rho_t [Y_t] = E_P \left[ \max \left( 0, Y_t - \tilde{Y}_t \right) \right]. \)

- **Entropic risk measure**
  \( \rho_t [Y_t] = \frac{1}{\gamma} E_P \left[ \exp^{\gamma (Y_t - \tilde{Y}_t)} \right]. \)

- **Conditional Value at Risk**:
  \( \rho_t [Y_t] = CVaR_\alpha \left( [Y_t - \tilde{Y}_t] \right). \)

As an example, let’s consider the situation in which the risk at period \( s \) is computed as the negative deviation of the portfolio value \( X_s \) from a given target level \( \tilde{X}_s \). The objective function can be then defined as a convex combination between the expected value and the expected target shortfall at each period:

\[
\beta \sum_{s=1}^{T} E_P [-X_s] + (1 - \beta) \sum_{s=1}^{T} E_P \left[ \max \left( 0, \tilde{X}_s - X_s \right) \right],
\] (1.2)
where $\beta \in [0, 1]$. In this case the parameter $\beta$ is a control risk parameter. When it is set equal to zero the optimiser only penalises the events in which the portfolio value is below the specified target. Increasing the value of $\beta$ also the expected portfolio value is considered and the negative deviations from the target are less weighted.

In general, the loss function and the associated target parameter $\tilde{Y}_t$ can be set according to risks related to different economic and financial criteria. In some applications for example the loss process is set equal to the opposite of the portfolio value and the target is a benchmark portfolio return [14, 11]. The definition of the risk measures is generally also dependent on the type of plan (DB vs DC) considered.

In the DB case for instance, the liabilities structure depends strongly on the salary evolution and on life expectations. It is so common to introduce a downside risk measure on the funding ratio in the objective function in order to control the liabilities process. A common approach is to set a target of 1 for the funding ratio to avoid the situation in which the degradation of the funding ratio at some time period can lead to a highly exposure to possible under funding occurrences [7, 10, 15]. In this case the target is a linear combination of the funding ratio at the beginning stage and the funding ratio at the last stage.

In the DC case instead it is more important to try to guarantee a minimal rate of return or at least to try to minimise the possible losses. This is due by two main reasons. Firstly, in this case the liabilities structure is mainly dependent on the investment return, and a great loss in one period could lead to the necessity of sell some assets to cover the gap between cash and current payments. Secondly, in many countries pension funds operate in competitive markets and they have to offer a best product with respect to the competitors. In some models also the employers contribution rate process enters in the objective function as a sub risk measure and the pension fund manager also seeks for the optimal financial strategy which maximises the wealth for a minimal contribution [7, 11, 15].
1.3.5 Deterministic Equivalent Representation

In a discrete model with a finite number of stages and a discrete partition such that presented in section 1.3.1, where the uncertain parameters are described by a non-recombinant scenario tree, the Optimus stochastic control problem 1.1 is usually solved by means of its equivalent deterministic representation form. We now present a specific formulation of the MSP problem which will be used in the next chapters of the thesis, although with some variations. We define as $N$ the set of all nodes at every stage $t$, $\forall t \in T$, and with $x_n = [x_{0,n}, x_{1,n}, \ldots, x_{I,n}]$, $x_n^+ = [x_{0,n}^+, x_{1,n}^+, \ldots, x_{I,n}^+]$, $x_n^- = [x_{0,n}^-, x_{1,n}^-, \ldots, x_{I,n}^-]$ the vectors containing the decisions for all the assets at a given node $n$. The equivalent deterministic formulation will be:

$$ALM \ Problem$$

$$\min_{x_n, x_n^+, x_n^-; \forall n \in N} \sum_{t=0}^{T} \sum_{n \in N_t} p_n \left( -\beta X_n + (1 - \beta) \left[ \tilde{X}_n - X_n \right]^+ \right)$$

s.t.:

$$x_{i,0} = \bar{x}_{i,0} + x_{i,0}^+ - \bar{x}_{i,0} \quad i \in I \setminus \{0\}$$

(1.4)

$$x_{0,0} = \bar{x}_{0,0} + \sum_{i=1}^{I} \bar{x}_{i,0} - \sum_{i=1}^{I} x_{i,0}^+ \quad (1.5)$$

$$x_{i,n} = (1 + r_{i,n}) \cdot x_{i,a(n)} + x_{i,n}^+ - x_{i,n}^- \quad i \in I \setminus \{0\}, n \in N_t, t \geq 1,$$

(1.6)

$$x_{0,n} = (1 + r_{0,n}) \cdot x_{0,a(n)} + \sum_{i=1}^{I} x_{i,n}^- - \sum_{i=1}^{I} x_{i,n}^+ - l_n \quad n \in N_t, t \geq 1,$$

(1.7)

$$X_n = \sum_{i=0}^{I} x_{i,n}, \quad n \in N_t, t \geq 0,$$

(1.8)

$$x_{i,n}^+ \geq 0, \quad i \in I \setminus \{0\}, n \in N_t, t \geq 0,$$

(1.9)

$$x_{i,n}^- \geq 0, \quad i \in I \setminus \{0\}, n \in N_t, t \geq 0,$$

(1.10)

$$x_{i,n} \geq 0, \quad i \in I, n \in N_t, t \geq 0.$$

(1.11)

Where $\beta \in (0, 1)$ and $\left[ X_s - X_s \right]^+ = \max(0, X_s - X_s)$. The above problem is a large deterministic convex problem with linear constraints. The convex linear
function can be linearised introducing the auxiliary variables $\eta$. To do so we replace the objective function with:

$$\sum_{t=0}^{T} \sum_{n \in N_t} p_n (-\beta X_n + (1 - \beta) \eta_n)$$

and we add the constraints: $\hat{X}_n - X_n \leq \eta_n$, for $n \in N_t, t \geq 0$.

1.3.6 Scenario Tree Generation

Until now we have presented an optimal control problem designed on a discrete market model framework for a pension fund manager who seeks for an optimal policy over an investment time horizon $T$. We have also showed that this optimal control problem can be reformulated as a large scale deterministic problem when the uncertain evolution of the risk factors driving the variables involved in the problem is represented by a non-recombinant scenario tree process. The equivalent deterministic representation is in this case possible because we have completely described the future uncertainty with a finite set of possible realisations by means of the scenario tree process $\{\xi_t\}_{t=0}^{T}$, with $\xi_t = [r_t, l_t]$. A crucial issue for a successful implementation of multistage stochastic programming models is the specification of the mass points $r_n$ and $l_n$ for $n \in N_t$ and $t = 0, ..., T$.

As a first step, an econometric model for economic, actuarial and financial variables must be designed and calibrated. This procedure can be quite complicated, because many risky factors affect the evolution of assets and liabilities of a large pension fund scheme. The econometric model can be defined both in discrete and in continuous time. The second step is to find an efficient technique to specify the scenario tree $\{\xi_t\}_{t=0}^{T}$ which well represent the possible evolution of the estimated econometric model, and which will be used as an input in the equivalent deterministic representation problem. The greater the number of nodes in the scenario tree, the more accurate is the approximation. However, increasing the number of nodes also increases the computational effort to solve the problem. This consideration implies that we face a trade-off between the accuracy of the risk representation and the practical problem solvability. An important question is the extent to which the approximation error in the event tree will bias the optimal solutions of the model. Different approaches to specify the input parameter $r_n$ and $l_n$ for $n \in N_t$ and $t = 0, ..., T$ have been proposed, see [8] and the references therein for a quite recent critical overview.

Another important feature a scenario tree for asset returns should satisfy, when applied to financial planning problems designed with MSP, is the absence of arbitrage opportunities. An arbitrage opportunity is a self financing strategy which guarantees to have a profit from nothing. If there is an arbitrage opportunity in the event tree, then the optimal solution of the stochastic programming model will exploit it. An arbitrage strategy creates profits with no risk, decreasing the objective value of the risk measure associated with the financial problem. A cautious design
of a long term ALM model should consider scenario trees that do not allow for arbitrage. It has been pointed out that if arbitrage opportunities do arise in practice, then professional arbitrageurs will exploit them on a very short notice, while the focus of ALM modelling is on long term decisions [22]. In the next chapter of this thesis we will propose a scenario tree generation method which considers directly the problem of avoiding arbitrage opportunity. In the next Section we formally define an arbitrage opportunity and some important relations with the discounted price process \( Z \) that will be used in the tree generation method to prevent arbitrages.

### 1.3.7 Martingale and Arbitrage Conditions

**Arbitrage opportunity**

Modern financial theory is strictly linked to the notion of arbitrage. Ingersoll [18] distinguishes two types of arbitrage opportunities. We define the arbitrage opportunities on a sub-tree emanating from the node \( n \) with a number of child nodes equal to \( \text{card}(C(n)) \), where \( \text{card}(S) \) states the cardinality of the set \( S \). An arbitrage opportunity of the first type exists if there is an investment strategy \( x_n = [x_{0,n}, ..., x_{I,n}] \) such that:

**First type Arbitrage Opportunity**

\[
\sum_{i=0}^{I} x_{i,n} = 0 \\
\sum_{i=0}^{I} (1 + r_{i,m}) x_{i,n} \geq 0, \forall m \in C(n) \\
\sum_{i=0}^{I} (1 + r_{i,m}) x_{i,n} > 0, \text{for at least one } m \in C(n)
\]

In this case we start with a zero value portfolio and we obtain in the next period a portfolio with a positive value in at least one state of the world. An arbitrage opportunity of the second type exists if there is an investment strategy \( x_n = [x_{0,n}, ..., x_{I,n}] \) such that:

**Second type Arbitrage Opportunity**

\[
\sum_{i=0}^{I} x_{i,n} < 0 \\
\sum_{i=0}^{I} (1 + r_{i,m}) x_{i,n} \geq 0, \forall m \in C(n)
\]

In this case we start with a strictly negative investment value and we end with a portfolio with non-negative value in every state of the world. Since the existence
of one type of arbitrage opportunity does not imply in general the existence of the other type of arbitrage they must be checked separately. Klaassen [21] has showed how to check the existence of this two types of opportunity.

**Checking the First type Arbitrage Opportunity** (1.12)

\[
\max_{x_n} \sum_{m \in C(n)} \sum_{i=1}^{I} x_{i, n} (1 + r_{i,m}) \\
\text{s.t.} : \\
\sum_{i=0}^{I} x_{i, n} = 0 \\
\sum_{i=0}^{I} x_{i, n} (1 + r_{i,m}) \geq 0, \forall m \in C(n)
\]

If there is a feasible solution to this linear program with a positive objective value, then there is at least one node \( m \) in which the asset allocation \( x_n \) yields a strictly positive return. In this case the problem is unbounded since it is possible to increase the objective value by multiplying the vector \( x_n \) by a positive constant without lose the feasibility.

**Checking the Second type Arbitrage Opportunity** (1.13)

\[
\min_{x_n} \sum_{i=1}^{I} x_{i, n} \\
\text{s.t.} : \\
\sum_{i=0}^{I} x_{i, n} (1 + r_{i,m}) \geq 0, \forall m \in C(n)
\]

If this linear program has a feasible solution with a negative objective value, then there will be an arbitrage opportunity of the second type. In this case, indeed, we can decrease the objective value by multiplying the vector \( x_n \) by a positive constant without lose the feasibility. It has been proven that if all the sub-trees do not have arbitrage opportunities also the entire tree does not have arbitrage opportunities [25].

**Martingales and Arbitrage opportunities**

The discounted price vector \( Z_t \) is called a martingale under the probability measure \( \mathbb{Q} \) if:

\[
Z_t = E_{\mathbb{Q}} [Z_{t+1} | \mathcal{F}_t], \text{ for } 0 \leq t \leq T - 1.
\]

In this case \( \mathbb{Q} \) is called a risk neutral probability measure for the process \( Z_t \). In case \( Z_t \geq E_{\mathbb{Q}} [Z_{t+1} | \mathcal{F}_t], \text{ for } 0 \leq t \leq T - 1 \) the process is called a supermartingale under \( \mathbb{Q} \). In case \( Z_t \leq E_{\mathbb{Q}} [Z_{t+1} | \mathcal{F}_t], \text{ for } 0 \leq t \leq T - 1 \), the process is called a
submartingale under $Q$. One of the fundamental theorems in mathematical finance states that the discounted stochastic price process $Z_t$ is an arbitrage-free market price process if and only if there is at least one probability measure $Q$ equivalent to $P$ under which $Z_t$ is a martingale. The proof of the theorem in a discrete market framework, such as that presented in paragraph 1.3.1, can be found in [20, 25]. The result can be expressed in terms of returns [25]. The return tree process $\{r_t\}_{t=0}^T$ is an arbitrage free process if and only if there is at least one risk neutral probability measure $Q$ such that:

$$\sum_{m \in \mathcal{C}(n)} q_{m|n} \frac{r_{i,m} - r_{0,m}}{1 + r_{0,m}} = 0, \quad i = 1, \ldots, I, \quad n \in \mathcal{N}_t, \quad t = 1, \ldots, T - 1, \quad (1.14)$$

where the risk neutral probability distribution $Q$ is such that $\sum_{n \in \mathcal{N}_T} q_n = 1$ for the terminal stage and $q_n = \sum_{m \in \mathcal{C}(n)} q_m$, $\forall n \in \mathcal{N}_t$, $t = T - 1, \ldots, 0$. The conditional probability that the node $m$ occurs given that the parent value $n = a(m)$ has occurred is defined by $q_{m|n} = \frac{q_m}{q_n}$, with $m \in \mathcal{C}(n)$.

When the risk free interest rate process $\{r_{0,t}\}_{t=0}^T$ is deterministic and equal to $r_{0,t}$ for all the nodes in $\mathcal{N}_t$, the formulas 1.14 become:

$$\sum_{m \in \mathcal{C}(n)} q_{m|n} r_{i,m} = r_{0,m}, \quad i = 1, \ldots, I, \quad n \in \mathcal{N}_t, \quad t = 1, \ldots, T - 1. \quad (1.15)$$

Let’s now assume that we have chosen the values $r_{i,n}$, for $i = 1, \ldots, I$, $n \in \mathcal{N}_t$ and $t = 1, \ldots, T$ of the returns scenario tree. The formulas 1.14, for a given choice of the stage $t$, and of the node $n \in \mathcal{N}_t$, can be then used to define a system of linear equations in the unknown variables $q_{m|n}$, for $m = 1, \ldots, N_t$. The system presents $N_t$ variables and $I$ constraints. This implies that if $I = N_t$ the system of linear equation is fully determined and an unique solution is guaranteed. When $I < N_t$ the system is underdetermined and infinitely many solutions exist. Finally, if $I > N_t$ the system is overdetermined and no solution exists. This means that the necessary condition to obtain an unique risk measure probability $Q$ is that $N_t = I$ for all $t = 1, \ldots, T$. The condition is not sufficient since the probabilities $q_{m|n}$, for $m = 1, \ldots, N_t$ must be non-negative. This implies that we are interested only in the non-negative solutions of the system.
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Chapter 2

Scenario Generation Method

2.1 Introduction

Problems formulated as multistage stochastic programming with complex decisions structured by numerous constraints, or that lie in high-dimensional spaces, are in general not analytically tractable. The solutions are then obtained by means of a discrete approximation of the continuous state probability space. Typically this discretisation is performed by the construction of a discrete event tree and then the stochastic optimization problem is transformed in the deterministic equivalent reformulation. Since the discrete tree forms the input specification of the uncertain parameters for the optimization problem, the quality of the approximation affects strongly the solution error with respect to the true incalculable solution. Increasing the number of discrete points in the approximation potentially reduces the solution error with the cost of having a larger deterministic problem to solve. An optimal choice of the size of the discretisation and of the approximation technique is then a crucial part in the MSP modelling. A large body of literature has been devoted to elaborate methods to find the best approximation according to some statistical property and/or to some information criteria such as the expected value of perfect information. A commonly used criteria to evaluate the approximation error is the stability of the objective function value of the deterministic reformulation of the MSP problem. This error can be defined in terms of in-sample and out-of-sample analysis [24]. However it has been pointed out that in financial applications we are mainly interested in the root node solutions which generally include the portfolio allocation that the decision maker will implement in practice. Therefore, the in-sample stability should be measured with respect to both the objective function values and the first stage implementable decisions [9].

A basic approach to generate the scenario tree is to sample from a statistical model. At the root node a sample is generated in order to obtain the first stage
sub-tree nodes; the operation is then repeated for each node at the first stage so that a set of sub-trees for the second stage is generated; the procedure is carried on until the tree is generated for the entire horizon [5, 28, 35]. Although the approach is quite simple, it requires a large sample size to well approximate the original distribution function and to produce stable results [9]. Variance reduction techniques, such as antithetic variables, importance and stratified sampling can be applied to mitigate these problems, but the sample size required to obtain stable results remains often too high for solving complex MSP problems. In order to overcome these issues, more complex tree generation methods have been proposed.

Scenario tree generation algorithms that are based on cluster analysis construct the tree starting from a large fan of independent trajectories [2, 11, 16]. These techniques rely on two main phases implemented stage by stage until the entire original large tree is reduced to a given topology: at each stage the original scenarios are grouped into different clusters and then one representative scenario to keep in the reduced tree is selected. A variant of this approach is the sequential cluster simulation method, in which the large simulation phase is performed along the cluster/selection phases at a given stage; then for each of the obtained nodes a new large simulation is generated, clustered and reduced in order to obtain the next stage tree values.

Another class of tree generation method is based on an optimization procedure which simultaneously determines the tree nodes values and the corresponding probabilities, such that the weighted square error between the theoretical and the tree set of moments and correlations are minimised. The tree structure must be pre-specified in advance and it is an user input. The method, which was originally proposed by Høyland and Wallace [21], is not trivial to solve since it requires the solution of a non-linear and non-convex problem. Due to this fact, Høyland et al. [22] suggested to use an heuristic based on the cubic transformation to approximatively solve the problem. Ji et al. [23] proposed instead to minimise the absolute deviations from the target moments, so that the problem can be cast as a linear programming problem. Recently, two new moment matching techniques that include constraints to directly avoid arbitrage opportunity in the generated scenario tree has been proposed by Consiglio, Carollo and Zenios [7] and by Staino and Russo [36]. In the former paper the authors implements a set of transformation on the non-linear system of equations describing the moment matching problem, with and additional set of constraints to handle the requirement of absence of arbitrages, in order to apply a branch-and-bound type global optimization approach. In [36] the same non-linear system of equations describing the moment matching problem is approximated by a sequence of monomial approximation, and then linearised by a logarithmic transformation. The Moore-Penrose pseudo inverse of the coefficient
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matrix of the linear system is used to solve the problem when the system is undetermined. It has been shown that in general, two different probability measures can have all moments equal [31], therefore two distributions that share the same moments can have very different shapes. This in turn means that matching the moments do not ensure a good approximation of the original distribution.

Reduction techniques produce a smaller scenario tree by deleting and merging the scenarios of a larger scenario tree, or a large scenario fan, obtained with one of the methods mentioned above. These methods search the best discrete probability measure that approximates the large scenario tree on a smaller support in terms of an appropriate probability metric [18, 20, 31, 32]. The probability metric is chosen on the base of stability results of MSP [17, 19, 33]. The idea is to minimise the supremum of the distance between the solution of the MSP problem computed using a large scenario tree, and the solution obtained with the approximated tree with a smaller number of nodes. This minimisation problem has been proved to be equivalent to the minimisation of the Wasserstein distance between the distribution function of the large tree and the distribution function of the smaller approximated tree. The Wasserstein metric can be written as a mass transportation problem in which the cost of transporting the probability masses from the support points of the original large distribution to the new fewer support points of the smaller approximation is minimised. Find the optimal reduced tree can be then stated as the problem of finding the new fewer support points and their probabilities such that the Wasserstein distance with respect to the large discrete distribution is minimised. The theoretical problems of find such an optimal discretisation are known to be NP-hard and approximation algorithms and heuristics are usually used [18]. Dempster et al. [9] have proposed an heuristic method to solve the problem and they called it Sequential Wasserstein Distance Minimisation (SMWD). The SMWD is an heuristic method which attempts to find the new probabilities and the new support points by iteratively solving two problems. The idea is to firstly fix the support of the small distribution and find the best probabilities (fixed location problem) which minimise the Wasserstein distance, and secondly fix the probabilities values just obtained to find the best mass points (fixed flow problem) which again minimise the Wasserstein distance. The two problems are solved iteratively until the Wasserstein distance after an iteration does not decrease more then a pre-specified tolerance level. The method has been extensively tested on a financial case study against different tree generation methods belonging to different categories [9].

Hybrid methods are structured as a combination of scenario tree generation approaches described above [1, 16, 34, 38]. Xu at al. [38], for example, proposed a hybrid algorithm in which cluster analysis and moment matching are combined. The algorithm receives as inputs a large scenario fan, obtained by numerical simulation
from an econometric model, and a pre-specified branching structure defining the
topology of the tree that we want construct. At the first stage they perform a
K-means algorithm to cluster values of the scenario fan in a number of classes
equal to the pre-specified branching structure. The mean vector of each classes is
then assigned to each node at the first stage. The moments and the covariances of
the scenario fan at the first stage are then computed to solve a moment matching
problem, where the values of the nodes are used as an input to find the optimal
real world probabilities that best match the fan scenario moments and covariances.
They then used the values of the second stage scenario fan, which are associated to
each cluster previously obtained, as the large fan to generate each sub-tree of the
second stage. The procedure is repeated until the last stage.

In this chapter we propose a hybrid scenario tree generation technique that we
have used in the next chapters of the thesis to solved different MSP problems. The
algorithm generate the scenario tree, starting from a given large scenario fan and
a given branching structure, in a forward fashion similar to that proposed by Xu
et al. [38]. The choice of starting from a large scenario fan is due to the fact that
in some cases it is difficult to exactly compute the distribution, and hence the mo-
ments, of the statistical model implemented to describe the uncertainty nature of
the risky factors. The basic idea underlying the method presented in this chapter
is to combine the SMWD algorithm with a moment matching approach with arbi-
trages constraints like those proposed in [7, 36]. The moment matching procedure
is applied to overcome two relevant drawbacks of the SMWD algorithm: the vari-
ance underestimation and the lack of direct control on the absence of arbitragtes. In
order to apply the SMWD algorithm we are forced to start with a large scenario
fan which is considered as the reference process we want to approximate by means
of the scenario tree. The chapter is divided into two main parts. In Section 2.2 we
describe in detail the proposed scenario tree generation algorithm. In Section 2.3 a
case study on a simple three stages optimal portfolio problem is performed to test
the algorithm with respect to the hybrid method of Xu et al. [38]. The letter algo-
algorithm indeed shares the main features of the tree construction procedure with the
algorithm proposed and used in this thesis: a large scenario fan as input, a reduction
phase functional to solve a moment matching problem and a cluster procedure used
to replicate the time-conditional structure of the large scenario fan. The algorithm
proposed in this thesis has the additional positive property of directly controlling
the absence of arbitrage opportunities.
2.2 Scenario Tree Generation for Financial Returns with No-arbitrage Opportunity

2.2.1 Scenario Tree Construction

We present the scenario generation technique we have implemented to obtain an arbitrage free asset return scenario tree \( \{r_t\}_{t=0}^T \), where \( r_t = [r_{1,t}, \ldots, r_{I,t}] \), with features depicted in Section 1.3.1. We suppose to have an econometric model, describing the return dynamic of each asset, from which we can simulate a large number \( Sc \) of independent trajectories. The number \( Sc \) of trajectories must be decided in order to have a realistic representation of the uncertain nature of the chosen econometric model. We defined as \( \bar{r}_s = [\bar{r}_{s,0}, \ldots, \bar{r}_{s,T}] \), for \( s = 1, \ldots, Sc \), the trajectories of the fan scenario tree, where \( \bar{r}_{s,t} \) is the multidimensional vector of \( I \) asset returns. The scenario tree \( \{r_t\}_{t=0}^T \) will be constructed in a forward fashion using as inputs the scenario fan trajectories \( \bar{r}_s \), \( s = 1, \ldots, Sc \), and a given symmetric branching structure \( [N_1, \ldots, N_T] \) describing the number of nodes in each sub-tree at each stages \( t \). The branching structure is defined by the users but it must be such that \( N_t \geq I + 1 \) in order to satisfy the necessary condition for the absence of arbitrages. The method relies on the application of the SMWD algorithm along with a particular type of moment matching problem, which also considers a set of constraints to directly avoid arbitrage opportunities [7, 36], to generate each sub-tree starting from the root node. Since the moment matching problem is highly non-linear we have used a set of transformations and an approximation procedure in order to solve it more efficiently. The moment matching problem and the approximation procedure will be presented in section 2.2.2. The whole tree construction methodology can be summarised as follows:

1. Compute the first four moments and the covariances of the large fan tree trajectories \( \bar{r}_s^t \), for \( s = 1, \ldots, Sc \), at the first stage.

2. Run the SMWD algorithm on the first stage values of the scenario fan. In this way we obtain \( N_1 \) new points value and the related conditional probabilities. The first guess for the SMWD algorithm solution is obtained by a Cholesky decomposition approach to reduce the variance underestimation.

3. The values and the probabilities just obtained are used as the first guess solution for an approximated moment matching problem in order to match the moments and covariances of the first stage scenario fan. Solving the problem we then obtain the \( N_1 \) scenario tree values for each of the \( I \) asset returns and the corresponding \( N_1 \) real world and neutral probabilities.

4. Compute the euclidean distance between the original \( Sc \) scenarios and the
new $N_1$ points. We associated to each of the $N_1$ nodes, the nodes of the large fan with the minimal distance (with respect to all the $N_1$ points). In this way we obtain $N_1$ groups of the original $Sc$ trajectories.

5. Move forward in time at the second stage and compute the first four moments and the covariances for each of these $N_1$ groups of the fan scenario tree at the second stage $t = 2$.

6. Run the SMWD algorithm and the approximated moment matching problem to each of the $N_1$ groups obtaining $N_1 \cdot N_2$ new nodes for the second stage and the corresponding probabilities.

7. Repeat the euclidean distance procedure to each of the $N_1$ subgroup obtaining $N_2$ sub groups for each of the $N_1$ groups.

8. Repeat the procedure until the end of the horizon.

According to the above structure the scenario tree is constructed in a forward fashion starting from the root node. The operation of clustering the trajectories of the large scenario fan, in order to define the moments that have to be matched in the successive stage, has been developed with the aim of taking into account conditional variance, or in general, conditional correlations processes. In order to better clarify this issue let’s consider the situation in which we have obtained the first stage nodes of the scenario tree by matching the moments of the trajectories of the large fan at the first stage. Now we have to construct a sub-tree describing the second stage uncertainty for each of the nodes that we have just obtained for the first stage and so we have to decide the moments that have to be matched for each of these second period sub-trees that we want to generate with the moment matching algorithm. To do that, we associate to a given first stage tree node the trajectories of the large fan at the first stage which are closer to this node. The moments of the second stage values of these trajectories will be then computed and they will form the inputs of the moment matching problem to generate the sub-tree departing from the given node. In this way we can try to consider the time dependency, although under an heuristic approach, which is embedded in the asset returns conditional process.

### 2.2.2 Moment Matching via Geometric Programming

We define $N_t$ as the total number of nodes in the sub-tree with ancestor node $n$ at $t - 1$, $[p_{1|n}, \ldots, p_{N_t|n}]$ as the vector of real world conditional probabilities given that the ancestor node is $n$, $[q_{1|n}, \ldots, q_{N_t|n}]$ as the vector of conditional risk neutral probabilities, $\mu_i$ as the mean, $\sigma_i$ as the variance, $\zeta_i$ as the skewness, $\kappa_i$ as the kurtosis of the $i$-th asset, $\sigma_{i,j}$ as the covariance between the $i-th$ asset and the
\( j \) - th asset that we want to match. We recall that \( r_{i,m} \) is the return of the \( i \)-th asset in the \( m \)-th node with \( r_{0,m} \) the riskless return. The moment matching can be stated as the problem of finding the value of the variables \( p_{m|n} \), \( q_{m|n} \) and \( r_{i,m} \), \( m = 1, \ldots, N_t \), \( i = 1, \ldots, I \) such that:

\[
\begin{align*}
\sum_{m=1}^{N_t} p_{m|n} \cdot r_{i,m} &= \mu_i, \quad i = 1, \ldots, I \\
\sum_{m=1}^{N_t} p_{m|n} \cdot (r_{i,m} - \mu_i)^2 &= \sigma_i^2, \quad i = 1, \ldots, I \\
\sum_{m=1}^{N_t} p_{m|n} \cdot (r_{i,m} - \mu_i)^3 &= \zeta_i \cdot \sigma_i^3, \quad i = 1, \ldots, I \\
\sum_{m=1}^{N_t} p_{m|n} \cdot (r_{i,m} - \mu_i)^4 &= \kappa_i \cdot \sigma_i^4, \quad i = 1, \ldots, I \\
\sum_{m=1}^{N_t} p_{m|n} \cdot (r_{i,m} - \mu_i) \cdot (r_{j,m} - \mu_j) &= \sigma_{i,j}, \quad i = 1, \ldots, I-1, \quad j = i+1, \ldots, I \\
\sum_{m=1}^{N_t} q_{m|n} \cdot r_{i,m} &= r_{0,m}, \quad i = 1, \ldots, I \\
\sum_{m=1}^{N_t} p_{m|n} &= 1 \\
\sum_{m=1}^{N_t} q_{m|n} &= 1 \\
 p_{m|n} > 0, \quad m = 1, \ldots, N_t \\
 q_{m|n} > 0, \quad m = 1, \ldots, N_t.
\end{align*}
\] (2.1)

(2.2)

(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)

In the above formulation we have assumed a constant risk free interest rate, i.e. \( r_{0,m} = r_0 \) for all the nodes \( m \), with \( m = 1, \ldots, N_t \). The set of constraints (2.6) has been used in order to guarantee the absence of arbitrage opportunities; it has been derived from the formula (1.15), which states the relationship between the existence of the conditional risk neutral probabilities vector \( \mathbf{q}_{1|n}, \ldots, \mathbf{q}_{N_t|n} \) and the absence of arbitrage opportunities. In the general case of a stochastic interest rate we have to use the formula (1.14) and the set of constraints (2.6) is replaced by

\[
\sum_{m=1}^{N_t} q_{m|n} \frac{r_{i,m} - r_{0,m}}{1 + r_{0,m}} = 0, \quad i = 1, \ldots, I.
\]

The choice of using a constant risk free interest rate has been motivated in order to simplify the exposition of the method. All the passages that will be showed in this chapter hold also in the case of a stochastic risk free interest rate. The constraints (2.7) and (2.8) are defined to ensure that the probability values will be positive and that the two probabilities measure \( P \) and \( Q \) will be equivalent.
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The non-linear system (2.1)-(2.10) has been reformulated as a Signomial Geometric Programming (SGP) problem and then solved applying the global optimization approach proposed by Xu [37]. As a first step we add a positive constant $c$ to the normalised returns in order to ensure that all the variables are positive:

$$z_{i,m} = \frac{r_{i,m} - \mu_i}{\sigma_i} + c, \ m = 1, ..., N_t$$

We call $u$ the vector containing all the strictly positive variables $p_s$, $q_s$, $z_{i,s}$, for $s = 1, ..., N_t$ and $i = 1, ..., I$. The new target moments and covariances are now $\tilde{\mu}_1 = c$, $\tilde{\mu}_2 = 1 + c^2$, $\tilde{\mu}_3 = \zeta_i + c (c^2 + 3)$, $\tilde{\mu}_4 = \kappa_i + c (4\zeta + c^3 + 6c)$, $\tilde{\sigma}_{i,j} = \sigma_{i,j} + c^2$ for $i = 1, ..., I$ and $j = i + 1, ..., I$. The new risk free rate target is instead $\tilde{r}_0 = r_0 - \mu_i + c\sigma_i$. The nonlinear equations (2.1)-(2.6) can be rewritten as:

$$\frac{1}{\tilde{\mu}_{k,i}} \sum_{m=1}^{N_t} \rho_{m,i} |n \cdot z_{k,i,m}| = 1, \quad i = 1, ..., I, \quad k = 1, ..., 4 \quad (2.11)$$

$$\frac{1}{\tilde{\sigma}_{i,j}} \sum_{m=1}^{N_t} \rho_{m,i} |n \cdot z_{i,m} z_{j,m}| = 1, \quad i = 1, ..., I, \quad j = i + 1, ..., I \quad (2.12)$$

$$\frac{1}{\tilde{r}_0} \sum_{m=1}^{N_t} \rho_{m,i} |n \cdot z_{i,m}| = 1, \quad i = 1, ..., I \quad (2.13)$$

The system is now composed by a set of $K = \frac{I^2 - 9I + 4}{2}$ equations, each of whom is described by a posynomial function $f_k(u)$, $k = 1, ..., K$, on the strictly positive vector $u$. At this point, the moment matching problem can be reformulated as a SGP optimisation problem by introducing $K$ auxiliary variables $s = [s_1, ..., s_K]$ and $K$ positive weights $w = [w_1, ..., w_K]$:

$$\min_{u,s} \sum_{k=1}^{K} w_k s_k \quad (2.14)$$

s.t.

$$f_k(u) \leq 1, \quad k = 1, ..., K \quad (2.15)$$

$$\frac{s_k}{f_k(u)} \leq 1, \quad k = 1, ..., K \quad (2.16)$$

$$w_i > 0, \quad i = 1, ..., N \quad (2.17)$$

$$s_k \geq 1, \quad k = 1, ..., K \quad (2.18)$$

The optimisation problem (2.14)-(2.18) is non-linear and difficult to solve. However, Xu [37] has recently proposed an approximation scheme, based on the monomial approximation, through which SGP problems are solved via Geometric Programming (GP). In order to transform (2.14)-(2.18) into a GP problem, we need to approximate the posynomial $f_k(u)$ in each of the $K$ constraints (2.16) with a monomial
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term. Given a posynomial function \( g(u) = \sum_v f_v(u) \), where \( f_v(u) \) are monomial terms, the monomial approximation \( \tilde{g}(u) \) is defined by:

\[
\tilde{g}(u) = \prod_v \left( \frac{f_v(u)}{\alpha_v(\tilde{u})} \right)^{\alpha_v(\tilde{u})}
\]

with \( \alpha_v(\tilde{u}) = \frac{f_v(u)}{g(u)} \), \( \forall v \).

The vector \( \tilde{u} > 0 \) is a fixed point, or in other words, the starting guess for the solution. For the arithmetic-geometric mean inequality we have [3, 38]: \( g(u) \geq \tilde{g}(u) \). Applying the monomial approximation to each of the posynomials \( f_k(u) \) for \( k = 1, \ldots, K \), at the denominator of constraints (2.16) we obtain:

\[
\min \sum_{k=1}^{K} w_k s_k \\
\text{s.t.:} \\
f_k(u) \leq 1, \quad k = 1, \ldots, K \quad (2.20) \\
\left( s_k \cdot \tilde{f}_k(u) \right)^{-1} \leq 1, \quad k = 1, \ldots, K \quad (2.21) \\
u_i > 0, \quad i = 1, \ldots, N \quad (2.22) \\
s_k \geq 1, \quad k = 1, \ldots, K \quad (2.23)
\]

The above optimization problem is a standard GP that can be turned into a non-linear convex problem and it can be solved efficiently [3, 38]. Since the problem (2.19)-(2.23) is solved using the monomial approximation, which in turn depends on the first guess solutions vector \( \tilde{u} \), the optimization problem is iteratively solved adjusting every time the initial guess solution. We can summarise the whole procedure proposed by Xu [38] as follow:

Step 0 Set iteration counter \( h = 0 \). Choose a starting value for the variables \( \tilde{u}^{(0)} \), for the weights \( w_k^{(0)} \) and a termination parameter \( \epsilon \).

Step 1 Compute the monomial approximation parameter \( \alpha_v(\tilde{u}^{(h)}) \) to obtain \( \tilde{f}_k(u^{(h)}) \) for each \( k \in K \).

Step 2 Solve the the problem (2.19)-(2.23). If \( \|u^{(h)} - u^{(h-1)}\| \leq \epsilon \) then stop, otherwise go to step 3.

Step 3 Update the parameter weights \( w_k^{(h)} = G \left( w_k^{(h-1)} \right) \). With \( G(\cdot) \) a monotonically increasing function. Set \( h = h + 1 \) and go to Step 1.
2.3 Case Study - Optimal Portfolio

2.3.1 Experimental Set Up

The proposed algorithm has been applied to generate scenario trees for a simple MSP portfolio optimization problem on a three years investment horizon with yearly rebalancing stages. We have compared the algorithm performance against the hybrid moment matching method proposed by Xu et al. [38] which does not directly consider the no-arbitrage problem. We label our algorithm as MMGP and the algorithm of Xu at al. as MMXU. The technique proposed by Xu et al. has the same inputs of our method: a large fan scenario tree obtained by numerical simulation from an econometric model and a pre-specified branching structure \([N_1, \ldots, N_T]\) defining the topology of the tree that we want construct. Starting from the first stage they perform a K-means clustering algorithm to cluster the fan scenario values \(\bar{r}^s_1, s = 1, \ldots, Sc\), in \(N_1\) classes \(C_1, \ldots, C_{N_1}\) and they choose the mean \(\bar{r}_k\) of each classes \(C_k, k = 1, \ldots, N_1\), as the tree values. They then compute the moments and the covariances of the fan scenario \(\bar{r}^s_1, s = 1, \ldots, Sc\), and solve a moment matching problem where the mass point values \(\bar{r}_k, k = 1, \ldots, N_1\), are used as an input to find the optimal real world probabilities that best match the fan scenario moments. They then move to the next period \(t = 2\) and they perform the same procedure for each of the classes \(C_k, k = 1, \ldots, N_1\) of the fan scenario values \(\bar{r}^s_2, s = 1, \ldots, Sc\). The procedure is repeated until the last stage.

We have designed the optimal portfolio problem as closed as possible to that proposed by Xu at al. in order to test the performance of our algorithm on a similar experiment to that used to validate the MMXU method. The investment universe of the portfolio optimization problem is composed by ten stocks from the NYSE market and a cash account. The scenario tree represents the stochastic returns for the stocks whereas the risk free interest rate of the cash account is set constant and equal to the one-year compounded yield on the 3-months treasury bill at the starting date of the problem. In the portfolio problem we look for the dynamic trading strategy which minimises a downside risk measure of the portfolio value with respect to a deterministic target process \(\tilde{X} = (1 + g)^t \cdot x_{0.0}\), where the parameter \(g\) is a yearly target return. In particular, we have used the ALM problem (1.3 - 1.11) presented in Section 1.3.5. However, since in this test we just consider a portfolio optimization problem without considering any liability process, we have removed the \(l\) process by the set of constraints (1.7). The optimal portfolio problem is solved for two different periods that represent two different financial market conditions. The exact dates corresponding to the stages for the two problems are depicted in Table 2.1. We label as Problem A the problem solved on the first period and as Problem B the problem solved on the second period.
Table 2.1: Time structure of problem A and B

<table>
<thead>
<tr>
<th></th>
<th>Root Node</th>
<th>First Stage</th>
<th>Second Stage</th>
<th>Third Stage (final portfolio value)</th>
</tr>
</thead>
</table>

The asset universe \( I \) is composed by the following stocks: General electrics (NYSE:GE), Exxon (NYSE:XOM), Johnson & Johnson (NYSE:JNJ), Wells Fargo (NYSE:WFC), General Dynamics Corp (NYSE:GD), Public Storages (NYSE:PSA), Nike Inc (NYSE:NKE), Apple Inc (NASDAQ:AAPL), The Home Depot Inc (NYSE:HD), JpMorgan Chase (NYSE:JPM).

We applied a VAR(p) model to estimate the conditional mean process for the stock returns: \( \hat{r}_t = k + \sum_{i=1}^{p} \Theta_i \hat{r}_{t-i} + \epsilon_t \), where \( k \in \mathbb{R}^I \), \( \Theta_i \in \mathbb{R}^{I \cdot I} \), \( i = 1, ..., p \) are the coefficient vector and the coefficient matrices which we have to estimate and \( \epsilon_t = (\epsilon_{1,t}, ..., \epsilon_{I,t})' \) is the white noise vector or the innovation term. The DCC-GARCH model [12] is then used to fit the conditional correlation process. The model is based on the assumption that the \( I \) innovation components of the vector \( \epsilon_t \) of the VAR model follows a conditionally multivariate normal distribution with zero mean and covariance matrix \( H_t \):

\[
\epsilon_t | \mathcal{F}_{t-1} \sim N \left( [0] , H_t \right),
\]

with:

- \( H_t := D_t R_t D_t \)
- \( D_t \) is a \( I \cdot I \) diagonal matrix with the standard deviation \( \sqrt{h_{i,t}} \) of the univariate GARCH models: \( [D_t]_{i,i} = \sqrt{h_{i,t}}. \)
- \( h_{i,t} = \omega_i + \sum_{p=1}^{P} \alpha_{i,p} \epsilon_{i,t-p}^2 + \sum_{q=1}^{Q} \beta_{i,q} h_{i,t-p}, \ i = 1, ..., I. \)
- \( R_t \) is the time varying correlation matrix with \( [R_t]_{i,j} = \frac{q_{i,j}}{\sqrt{q_{i,i}q_{j,j}}}. \)

Following the notation of Engle and Sheppard [12] the dynamic correlation structure is defined by:

\[
Q_t = \left( 1 - \sum_{m=1}^{M} \alpha_m - \sum_{n=1}^{N} \beta_n \right) \bar{Q} + \sum_{m=1}^{M} \alpha_m \left( z_{t-m} z_{t-m}' \right) + \sum_{n=1}^{N} \beta_n Q_{t-n}
\]

\[
R_t = Q_t^{-1} Q_t^* Q_t^{-1}
\]

where:

- \( z_t \sim N \left( [0] , R_t \right) \) is the residual vector standardized by its conditional standard deviation.
• $Q$ is the unconditional covariance of the standardised residuals resulting from the first stage estimation.

• $Q^*_t$ is a diagonal matrix composed of the square root of the diagonal elements of $Q_t$

The estimation of model parameters is performed by a three stages procedure. In the first step a VAR($p$) model is estimated. In the second step the univariate GARCH parameters for each of the single residual series of the VAR($p$) are estimated with maximum likelihoods. Finally in the third step the parameters of the dynamic structure of correlation are estimated using the residuals standardised by the standard deviation obtained in the second step. We use weekly data from 25/09/1994 to 25/09/2006 to estimate the model for the problem $A$ and data from 24/09/2000 to 24/09/2012 for the model $B$. The likelihood ratio test and the AIC and BIC information criteria are used to choose the diagonal structure and the order $p$ of the VAR process and the parameters $P, Q, M, N$ of the order of the autocorrelation model. The optimal specification according to these criteria is a VAR(1) model, where all the coefficients in the matrix $\Theta_1$ are significantly different from zero, for the conditional mean process whereas the parameters $P, Q, M, N$ of the conditional correlation process are set equal to one. Once we have estimated the parameter of the VAR(1)/DCC(1,1)-GARCH(1,1) model, we simulate a large scenario fan of 30,000 independent trajectories for the three years horizon with weekly frequency.

In order to compare the ability of the MMGP and the MMXU algorithms to match the first four moments and the covariance matrix of the large fan scenario tree generated with MC simulation of the VAR/DCC-GARCH model, we have firstly compounded the weekly returns of the large fan to obtain a three years fan of yearly returns. From this new scenario fan we have generated 10 trees with branching structure [11 11 11], which is the structure with the minimal number of nodes which allows us to obtain trees with no arbitrage opportunities, using the MMGP and the MMXU algorithms for both the Dataset A and B. The models have been implemented on a 2,8 GHz Intel Core i7 machine, with a RAM of 16 GB 1600 MHz DDR3, running OS X Yosemite as operating system. The data preprocessing, the econometric model and the input specification for the optimization problems have been developed using the commercial software package MATLAB R2014b (The MathWorks, Inc., Natick, Massachusetts, United States). All the optimization problem are instead solved using the interior-point solver implemented in the software MOSEK 7 which has been directly linked to the MATLAB software through a MEX file. The computational time to generate a tree with the MMGP
method and branching structure \([11 11 11]\) is approximately 418.116 s (average computational time among the ten trees generated). We have computed the maximum absolute percentage error (MAPE) between the moments of the large fan and the moments of the scenario tree for each of the ten assets in each stage, among the ten trees generated with one method, and we label this distance as "moment metric". For what concerns the covariance matrix we have summed the MAPE of each non-diagonal element of the matrix. The results are stored in Table 2.2 and Table 2.3. We also compute the Wasserstein distance (WD) with respect the large fan and each of the trees generated with the two methods. The MMGP method fits better the moments of the large fan MC simulation for both the problems \(A\) and \(B\) and it also gains a less value for the Wasserstein distance. The MMGP method significantly outperforms the MMXU method in matching the moments at the first stage. The MMGP efficiency in matching the moments, although it is always superior with respect the results of the MMXU, deteriorates in the later stages. This suggests that the clustering method designed in the MMGP technique in order to take into account the conditional correlation property of the econometric model could be improved. All trees generated with the MMGP method do not present arbitrage opportunities, whereas all scenario trees generated with the MMXU method present arbitrage opportunities. The arbitrage opportunity checking has been performed by solve the problems (1.12) and (1.13) suggested by Klaassen [26] in each
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2.3.2 Numerical Results

The ten trees generated with each of the two methods are used to solve the optimal portfolio problem for both the periods $A$ and $B$ for different values of $\beta$ ranging from 0 to 1 with 0.1 increments: $\beta = \{0, 0.1, ..., 0.9, 1\}$. The parameter $\beta$ sets the trade-off between the choice of a better expected wealth and the risk control in terms of wealth expected negative deviation from the target. A low value of $\beta$ forces the optimiser to prefer trading strategies which lead to a less average shortfall. As the value of $\beta$ increases, a higher return is sought with a detriment in the risk control. The target return is set equal to the risk free interest rate plus $0.03$, meaning that we are looking for a trading strategy which guarantees a yearly returns of $3\%$ greater then the cash account return. The transaction costs $\theta^+ = \theta^-$ are set equal to $0.001$. The initial portfolio is just composed by a disposable cash amount: $\hat{x}_{0,0} = 100000$ and $\hat{x}_{i,0} = 0$, $i = 1, ..., I$. The problem is also solved in the case in which a maximum amount $X_0/I$ of short selling positions in each asset is allowed ($\delta = -X_0/I$) and in the case in which no short positions are permitted ($\delta = 0$). The limit case of infinite amount of short selling can be solved for all the levels of $\beta$ only using the trees generated by the MMGP methods since they do not contain arbitrage opportunities. In the Appendix A (Section 2.4.1 ) we report in Figures 2.4, 2.5, 2.6 and 2.7 the mean of the expected wealth and the expected shortfall for the final stage obtained by solving the optimization problems $A$ and $B$ with the ten trees of each scenario generation method in the case of limited and no short selling. Plotting the expected shortfall on the x-axis against the expected terminal wealth on the y-axis for all the value of $\beta$ we can mimic the efficient frontier obtained in the traditional mean-variance optimization framework (see Figure 2.1). In this case the risk measure is represented by the expected terminal shortfall instead of the variance. The mean of the root node implementable decisions are drawn in Figures 2.2 - 2.3 - 2.4 - 2.5. All the problems solved using the MMXU trees exhibit a substantially better mean-expected shortfall position, as it emerged by looking at the efficient frontiers which always lie above those obtained with the problems solved with the return parameters generated with the MMGP algorithm. The standard deviation, which is a measure of the stability of the tree generation algorithm, is less when we apply the MMGP method. The more stability in terms of standard deviation is also confirmed looking at the root node implementable decisions: the MMGP trees led to a more diversified portfolio with a lower standard deviations among the ten trees compared to the solutions obtained with the MMXU method.

Since we do not know if the much better efficient frontiers obtained with the
Figure 2.1: Efficient Frontiers

(a) Efficient Frontiers - Problem A
(b) Efficient Frontiers - Problem B

Figure 2.2: Initial Portfolio Proportion - MMGP - Problem A

(a) MMGP - Limited Short Selling
(b) MMGP - No Short Selling
Figure 2.3: Initial Portfolio Proportion - MMXU - Problem A

(a) MMXU - Limited Short Selling

(b) MMXU - No Short Selling

Figure 2.4: Initial Portfolio Proportion - MMGP - Problem B

(a) MMGP - Limited Short Selling

(b) MMGP - No Short Selling

Figure 2.5: Initial Portfolio Proportion - MMXU - Problem B

(a) MMXU - Limited Short Selling

(b) MMXU - No Short Selling
MMXU methods are a consequence of the presence of arbitrage opportunities in the scenario trees or of the worst moments matching and a higher WD with respect the large sample MC fan, an historical backtest with telescoping horizon has been performed to investigate the real portfolio performances if we were applying the model in the out-of-sample period. In the historical backtest with telescoping horizon the statistical models are fitted to data up to each trading time $t \in T$ and the related scenario trees are generated to the horizon $T$. Starting from the first date corresponding to $t = 0$ the optimal root node decisions are computed and then implemented so that we can obtain the realised portfolio value at time $t = 1$ using the historical returns. Afterwards the whole procedure is rolled forward for $T - 1$ trading times. At each decision time $t$ the parameters of the stochastic processes driving the stock return are re-calibrated using historical data up to and including time $t$, and the initial values of the simulated scenarios are given by the actual historical values of the variables at these times. Re-calibrating the simulator parameters at each successive initial decision time $t$ captures information in the history of the variables up to that point.

The average and the standard deviation of the realised portfolio values among the ten trees generated with one of the two methods is computed for the terminal horizon $T = 3$ for any choice of the risk control parameter $\beta$. The results are stored in Tables 2.8 and 2.9 in the Appendix B. We can see how in general the realised
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2.4 Conclusions

In this chapter a new hybrid method (MMGP) to generate scenario tree for asset returns is proposed. The algorithm receives as input a large scenario fan with

portfolio values obtained with the MMGP methods outperforms those achieved with the MMXU. This is a consequence of the less diversification in the optimal portfolio choices obtained with the MMXU trees. The standard deviation of the realised portfolio values are greater in the MMXU methods for any risk level parameters $\beta$ confirming the previous results on the highest standard deviation of the trading strategy. In Figures 2.8 and 2.9 the average of the realised monthly portfolio values for the two problems $A$ and $B$ are plotted for three reference values of $\beta$.  

2.4 Conclusions

In this chapter a new hybrid method (MMGP) to generate scenario tree for asset returns is proposed. The algorithm receives as input a large scenario fan with
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independent trajectories, which is assumed to represent the original multivariate
distribution function, and a given branching structure defining the topology of the
tree. The SMWD heuristic [9] has been combined with a moment matching method
with additional constraints, which directly avoid the presence of arbitrage oppor-
tunities, to generate each sub-tree in a forward fashion from the root node. A
clustering technique, based on the euclidean distance, has been used to approxi-
mate the time-conditional structure of the large fan. We have applied a monomial
approximation in order to solve the moment matching problem with a sequence of
geometric programming problems. This approach is very closed to that proposed by
Staino and Russo [36]: in this case, the monomial approximation is used to trans-
form the moment matching problem into a linear system of equations solved with
the Moore-Penrose pseudo inverse. In order to test the efficiency of the new algo-
rithm we have applied the scenario trees to a simple multi-period optimal portfolio
selection problem for two different investment periods and we have tested the results
against those obtained solving the same problem with scenario trees generated with
the hybrid algorithm (MMXU) developed by Xu at al. [38]. The proposed method
outperforms the MMXU algorithm in matching the moments and it also achieves a
lower Wasserstein distance with respect the large scenario fan. The MMXU method
achieves substantially better expected in-sample risk-return portfolios which are not
confirmed in the out-of-sample tests. On the contrary the proposed method obtains
more stable in-sample results and it leads to higher out-of-sample portfolio returns.
It is difficult to analyse if the worst out-of-sample results of the optimal portfolio
obtained with the MMXU method are a consequence of the presence of arbitrage
opportunities in the scenario trees. However, since all the efficient frontiers of the
portfolio problem solved with the MMXU method lie above those obtained with
the MMGP method and the portfolios of the former are more concentrate we can
guess that the presence of arbitrage opportunities can have a distortion impact on
the choice of the optimiser.
### 2.4.1 Appendix A

Table 2.4: Expected Wealth and Expected Shortfall - Limited Shortfall Case - Dataset A

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th></th>
<th>MMXU</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EW Avg</td>
<td>Std</td>
<td>EW Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0.0</td>
<td>145170</td>
<td>1167</td>
<td>400</td>
<td>112</td>
</tr>
<tr>
<td>0.1</td>
<td>167790</td>
<td>1644</td>
<td>603</td>
<td>123</td>
</tr>
<tr>
<td>0.2</td>
<td>180540</td>
<td>1099</td>
<td>802</td>
<td>147</td>
</tr>
<tr>
<td>0.3</td>
<td>170430</td>
<td>1545</td>
<td>983</td>
<td>146</td>
</tr>
<tr>
<td>0.4</td>
<td>171890</td>
<td>1343</td>
<td>1430</td>
<td>289</td>
</tr>
<tr>
<td>0.5</td>
<td>173170</td>
<td>786</td>
<td>2130</td>
<td>674</td>
</tr>
<tr>
<td>0.6</td>
<td>173880</td>
<td>761</td>
<td>2772</td>
<td>662</td>
</tr>
<tr>
<td>0.7</td>
<td>174440</td>
<td>710</td>
<td>3618</td>
<td>762</td>
</tr>
<tr>
<td>0.8</td>
<td>174840</td>
<td>670</td>
<td>4589</td>
<td>860</td>
</tr>
<tr>
<td>0.9</td>
<td>175180</td>
<td>719</td>
<td>6189</td>
<td>678</td>
</tr>
<tr>
<td>1.0</td>
<td>175350</td>
<td>722</td>
<td>8689</td>
<td>534</td>
</tr>
</tbody>
</table>

Table 2.5: Expected Wealth and Expected Shortfall - Limited Shortfall Case - Dataset B

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th></th>
<th>MMXU</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EW Avg</td>
<td>Std</td>
<td>EW Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0.0</td>
<td>128170</td>
<td>1028</td>
<td>223</td>
<td>25</td>
</tr>
<tr>
<td>0.1</td>
<td>159750</td>
<td>1542</td>
<td>444</td>
<td>75</td>
</tr>
<tr>
<td>0.2</td>
<td>163010</td>
<td>1833</td>
<td>776</td>
<td>185</td>
</tr>
<tr>
<td>0.3</td>
<td>165000</td>
<td>1756</td>
<td>1146</td>
<td>223</td>
</tr>
<tr>
<td>0.4</td>
<td>167670</td>
<td>1571</td>
<td>2016</td>
<td>402</td>
</tr>
<tr>
<td>0.5</td>
<td>171280</td>
<td>1605</td>
<td>3978</td>
<td>918</td>
</tr>
<tr>
<td>0.6</td>
<td>174810</td>
<td>1035</td>
<td>7121</td>
<td>1025</td>
</tr>
<tr>
<td>0.7</td>
<td>177100</td>
<td>976</td>
<td>10596</td>
<td>1019</td>
</tr>
<tr>
<td>0.8</td>
<td>179070</td>
<td>1322</td>
<td>15727</td>
<td>2071</td>
</tr>
<tr>
<td>0.9</td>
<td>180580</td>
<td>1406</td>
<td>23283</td>
<td>2386</td>
</tr>
<tr>
<td>1.0</td>
<td>181070</td>
<td>1359</td>
<td>30870</td>
<td>2284</td>
</tr>
</tbody>
</table>
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Table 2.6: Expected Wealth and Expected Shortfall - No Shortfall Case - Dataset A

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th>MMXU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EW</td>
<td>ES</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0</td>
<td>134070</td>
<td>940</td>
</tr>
<tr>
<td>0.1</td>
<td>159350</td>
<td>810</td>
</tr>
<tr>
<td>0.2</td>
<td>161740</td>
<td>973</td>
</tr>
<tr>
<td>0.3</td>
<td>162450</td>
<td>625</td>
</tr>
<tr>
<td>0.4</td>
<td>162960</td>
<td>639</td>
</tr>
<tr>
<td>Beta</td>
<td>0.5</td>
<td>163440</td>
</tr>
<tr>
<td>0.6</td>
<td>163780</td>
<td>555</td>
</tr>
<tr>
<td>0.7</td>
<td>164040</td>
<td>502</td>
</tr>
<tr>
<td>0.8</td>
<td>164200</td>
<td>501</td>
</tr>
<tr>
<td>0.9</td>
<td>164330</td>
<td>519</td>
</tr>
<tr>
<td>1</td>
<td>164380</td>
<td>518</td>
</tr>
</tbody>
</table>

Table 2.7: Expected Wealth and Expected Shortfall - No Shortfall Case - Dataset B

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th>MMXU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EW</td>
<td>ES</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0</td>
<td>125480</td>
<td>728</td>
</tr>
<tr>
<td>0.1</td>
<td>153820</td>
<td>1320</td>
</tr>
<tr>
<td>0.2</td>
<td>156220</td>
<td>1433</td>
</tr>
<tr>
<td>0.3</td>
<td>157780</td>
<td>1447</td>
</tr>
<tr>
<td>0.4</td>
<td>159420</td>
<td>976</td>
</tr>
<tr>
<td>Beta</td>
<td>0.5</td>
<td>161560</td>
</tr>
<tr>
<td>0.6</td>
<td>163290</td>
<td>784</td>
</tr>
<tr>
<td>0.7</td>
<td>164500</td>
<td>842</td>
</tr>
<tr>
<td>0.8</td>
<td>165640</td>
<td>1000</td>
</tr>
<tr>
<td>0.9</td>
<td>166760</td>
<td>997</td>
</tr>
<tr>
<td>1</td>
<td>167080</td>
<td>870</td>
</tr>
</tbody>
</table>
### Table 2.8: Realised Final Portfolio Value - Dataset A

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th>MMXU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Limited</td>
<td>No-Short</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0</td>
<td>140226</td>
<td>5761</td>
</tr>
<tr>
<td>0.1</td>
<td>134225</td>
<td>4040</td>
</tr>
<tr>
<td>0.2</td>
<td>135098</td>
<td>5045</td>
</tr>
<tr>
<td>0.3</td>
<td>131348</td>
<td>3953</td>
</tr>
<tr>
<td>0.4</td>
<td>124550</td>
<td>4235</td>
</tr>
<tr>
<td>Beta</td>
<td>0.5</td>
<td>121683</td>
</tr>
<tr>
<td>0.6</td>
<td>126671</td>
<td>6212</td>
</tr>
<tr>
<td>0.7</td>
<td>130062</td>
<td>6430</td>
</tr>
<tr>
<td>0.8</td>
<td>132424</td>
<td>7203</td>
</tr>
<tr>
<td>0.9</td>
<td>138331</td>
<td>7947</td>
</tr>
<tr>
<td>1</td>
<td>141348</td>
<td>8517</td>
</tr>
</tbody>
</table>

### Table 2.9: Realised Final Portfolio Value - Dataset B

<table>
<thead>
<tr>
<th>Beta</th>
<th>MMGP</th>
<th>MMXU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Limited</td>
<td>No-Short</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>0</td>
<td>175652</td>
<td>24153</td>
</tr>
<tr>
<td>0.1</td>
<td>252083</td>
<td>17518</td>
</tr>
<tr>
<td>0.2</td>
<td>261384</td>
<td>15853</td>
</tr>
<tr>
<td>0.3</td>
<td>267974</td>
<td>14665</td>
</tr>
<tr>
<td>0.4</td>
<td>270599</td>
<td>14833</td>
</tr>
<tr>
<td>Beta</td>
<td>0.5</td>
<td>274940</td>
</tr>
<tr>
<td>0.6</td>
<td>278797</td>
<td>10284</td>
</tr>
<tr>
<td>0.7</td>
<td>279290</td>
<td>14362</td>
</tr>
<tr>
<td>0.8</td>
<td>276459</td>
<td>14523</td>
</tr>
<tr>
<td>0.9</td>
<td>270642</td>
<td>14208</td>
</tr>
<tr>
<td>1</td>
<td>251293</td>
<td>16316</td>
</tr>
</tbody>
</table>
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Chapter 3

Pension Fund Liabilities Replication

3.1 Introduction

In this chapter we consider the problem of a DB pension fund which needs to price the future stream of obligations on a market valuation based approach. Until now the most common actuarial method in the UE countries for discounting the pension fund obligations is based on a fixed actuarial interest rate term structure prescribed by the supervisory authority. The European Union is currently preparing a new set of rules for the supervision of insurance companies known as Solvency II. The quantitative funding requirements of the Solvency II framework are based on market-consistent valuation of assets and liabilities and risk management techniques similar to those implemented with the Basle II framework for banking supervision. The main motivation is that the quantitative funding requirements based on the fair price better reflect the true risk of an insurance undertaking. Although at the moment the modifications of the Directive 2003/41/EC, which states the rules governing the activities of DB pension funds in all EU countries, do not yet consider the introduction of fair price valuations prescriptions in different EU countries such as Netherlands, Sweden and Denmark, market valuation of pension fund liability has become regulatory practice and an institutional debate in the European Commission concerning the extension of the market valuation principle of Solvency II for the pension fund activity is going on. The fair value approach for valuing liabilities imposed that cashflows are discounted using observed market rates and guarantees priced consistently with asset derivatives. This should be done by discounting the liabilities with a market interest rate for loans with the same maturity and risk characteristics. In practice, this approach poses some challenges, as pension fund liabilities are typically not marketed assets and depends on risky factors which are
not traded in financial markets such as salary growth and mortality rates.

An alternative approach is to treat the future pension fund obligation payments as payoffs of a general contingent claim. Traditional contingent claim pricing is performed by replication argument: the price of the claim is equal to the price of the portfolio that exactly replicates all the claim cash flows. We know that a perfect replication is possible only in the case of complete market whereas in the case of incomplete market part of the claim risk is uncorrelated with the price change of the replication assets [6]. Although the literature proposed different methods for the pricing of securities in incomplete markets in a continuous time framework (see [27] for a review of the main methods) the complexity of the liability pricing problem for a DB pension fund does not permit in general analytical solutions. Multistage stochastic programming has been extensively applied to the strategic allocation problem of a pension fund manager [1, 2, 4, 5, 7, 9, 12, 15]. This approach overtakes the traditional asset allocation strategies with no dependency on the expected stream of future obligations. Although finance applications of MSP focus mainly on the choice of the optimal asset allocation, the same framework can be applied to price a contingent claim in a discrete market environment formulating a particular type of ALM problem. King [17] was the first to propose a MSP approach to price a general contingent claim using a super hedging approach in discrete time. The idea is to define the value of a contingent claim as the minimal capital required to cover the future pay-off without risk when the capital is invested in financial instruments available in the market. Recently Koivu end Pennanen [16] have proposed to use a more general approach to price the current pension fund liability exposure: instead of looking for the minimal capital which at least replicates the obligation expenditure avoiding any risk, they use a convex risk measure which can incorporate a prudential risk exposure. The MSP liability valuation approach is market consistent by taking into account the investment opportunities available to the pension fund manager at the time of valuation, and it can be naturally integrated with an ALM model framework for the choice of the strategic asset allocation, such as presented in Section 1.3.

MSP solutions rely on a discretisation of the original distribution of the risk factors which is mostly implemented by scenario tree procedures. Several authors notice that particular attention must be paid to the presence of arbitrage opportunities in the scenario tree used to solved financial problems via MSP [10, 18]. In pricing problem in particular, since an arbitrage is the opportunity to have a riskless investment with a positive return, the presence of an arbitrage strategy along the tree should imply an unbounded solution of the optimization problem: we can start from any negative level of wealth and reach a null, or positive portfolio value at the final stage. However, the assumptions of unlimited short selling is not always suit-
able for the DB pension fund liability valuation: in many countries pension funds and insurance companies are forced to limit or totally exclude short selling. This in turn implies that the trading strategy adopted to replicate the future obligations payoffs should avoid short positions. When limits on short positions are imposed to each asset, the arbitrage opportunity can not be totally exploited, and the optimisation problem will have a bounded optimal solution. However, the solution will be bias. Also in the cases in which we can use different techniques that not rely on a scenario tree definition to solve multistage stochastic programming, such as the Galërkin method used by Koivu end Pennanen [19], a discrete approximation of the reference continuous distributions for the random parameters is needed and non considering arbitrage issues could potentially lead to bias solutions.

In this chapter we present a MSP based model to price the liability of a fictional DB pension plan, where the obligations process is assumed to be driven by inflation and mortality risks and where the asset universe is composed by a set of government bonds, corporate bonds and stock market indexes. The lack of market instruments connected with inflation and mortality risk will lead, in the case of continuous probability spaces, to market incompleteness. However, in a market model defined on a discrete probability space, a sufficient and necessary condition to the market completeness is that the number of arcs emanating from a node at each node of the tree must be equal to the number of non-redundant assets in the optimization problem. We have considered both the cases of complete and incomplete market just by choosing the branching structure of the scenario trees according to the previous statement. The liability value has been firstly computed with no limits on short selling, using a scenario tree for financial returns, obtained with the MMGP method presented in Chapter 2, which does not contains arbitrage opportunities. We then solved the same problem considering the case of limited short positions allowed and the case where the short positions are totally excluded. In these cases the liability pricing problem is also solved using trees generated with the MMGP method without the no-arbitrage set of constraints (2.6). In this way we are able to compute the bias in the optimal solution produced by the presence of arbitrages in the scenario tree. The analysis of the bias arising from arbitrage opportunities has been performed in order to better clarify the sensitivity of the optimal solution of the MSP liability pricing problem with respect the presence of arbitrage in the scenario tree. The analysis can be used to validate other modelling choices to solve the MSP pricing problem which do not guarantee the absence of arbitrage opportunities. The choice of the tree topology can be an example. We know from empirical analysis that trees with a large number of nodes in the first stage better approximate the original distribution [3].

The rest of the chapter is defined as follow. In Section 3.2 we present the
formulation of a general ALM problem that can be used to price the DB pension fund liability under different assumptions. In Section 3.3 we then illustrate a numerical case study based on a fictional DB pension fund.
3.2 Pension Fund Liability Pricing with Stochastic Programming

We consider the problem of evaluating the present fair value of a pension fund future payments process in the discrete market presented in Section 1.3.1 of the first chapter. The net payment process \( \{l_t\}_{t=0}^T \) is computed as the difference between future pensions and contributions flows (\( l \) has positive value but is a net expenditure for the pension fund) and it is assumed driven by two uncertain factors: the inflation and the mortality risks. The financial market is described by a finite set of \( I \) liquid assets indexed by the set \( I = \{0, 1, 2, \ldots, I\} \) that can be traded at \( t = 0, \ldots, T \). After paying out \( l_t \) at time \( t \), the pension fund manager chooses how to invest the remaining wealth in the \( I \) liquid assets. The process \( l \) does not depend on the realisation of the multivariate asset process. An arbitrage free market model is dynamic complete when we are able to replicate any contingent claim just by constructing a dynamic self-financing trading strategy that perfect replicates the cash flow of the contingent claim. In a discrete market model the perfect replication is possible, in general, just by linear algebra consideration, if and only if the following two conditions hold [25]:

- the number of asset returns, considering the risk free asset, is equal to the number of nodes in each of the sub-trees.
- no constraints on short selling are imposed.

When at least one of these two conditions fails to hold we are in an incomplete market case since the perfect replication is not possible. An often used approach to price a contingent claim in such a market is the super hedging replication approach. A super hedging cost is defined as the minimal amount of initial capital required to buy a riskless hedging strategy for a contingent claim process \( \{l_t\}_{t=0}^T \) [17]. In this framework the portfolio investment returns may exceed the claims. We defined the residual wealth \( X_n \), for \( n \in \mathbb{N}_T \) as the unhedged part of the liabilities. Hilli, Koivu and Pennanen [16] proposed a different approach based on the risk preferences of the pension fund manager. This is a discrete time analogous of the utility approach proposed in continuous time [27]. Due to the fact that the obligations are not perfectly matched, the optimal strategy should be constructed in order to obtain a null or negative value of some risk measure of the final wealth. This is an extended approach with respect the super hedging problem for at least two different aspects: the risk measure introduces risk preferences of the investors leading to a set of prices that depend on the different risk attitudes in the market and it does not require a risk free replication strategy. The choice of the specific functional \( \rho \) for the risk measure is related to the risk preferences of the pension fund manager. Furthermore the
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functional $\rho$ will depend in general on the probability values, which are a sub product of the financial and economic model choice and implementation. These two features of the risk measure valuation make it a more subjective approach to value the liability in an incomplete market setting with respect the super hedging approach. The problem of pricing the DB pension fund liability at $t = 0$, on a market based valuation criterion, is formally expressed as the problem of finding the the minimal initial capital that allows to implement a dynamic self-financing investment strategy that fits the future payments according to some risk measure $\rho_T$. We set the risk measure as:

$$\rho_{t,T}(X_{t,T}) = \beta \sum_{s=t}^{T} E_P[-X_s] + (1 - \beta) \sum_{s=t}^{T} E_P[\max(0, -X_s) | \mathcal{F}_t].$$

The parameter $\beta$ controls the optimiser risk attitude: when $\beta$ is set equal to zero negative portfolio value positions are ruled out and we fall in the super hedging case. As we increase the risk parameter toward the unity value more risk the optimiser is willing to take in exchange of an higher expected final return. The problem can be generally formulated as follow:

**ALM-pricing Problem**

$$\min_{x_{i,0}, x_{i,n}^+, x_{i,n}^-; n \in \mathbb{N}} \sum_{i=0}^{I} x_{i,0}$$

s.t.:

$$x_{i,n} = (1 + r_{i,n}) \cdot x_{i,a(n)} + x_{i,n}^+ - x_{i,n}^-,$$

$$i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 1,$$

$$x_{0,n} = (1 + r_{0,n}) \cdot x_{0,a(n)} + \sum_{i=1}^{I} x_{i,n}^- - \sum_{i=1}^{I} x_{i,n}^+ - l_n,$$

$$n \in \mathcal{N}_t, \quad t \geq 1,$$

$$X_n = \sum_{i=0}^{I} x_{i,n},$$

$$n \in \mathcal{N}_t, \quad t \geq 0,$$

$$\sum_{n \in \mathcal{N}_T} p_n \left( -\beta X_n + (1 - \beta) [-X_n]^+ \right) \leq 0, \quad n \in \mathcal{N}_T$$

$$x_{i,n}^+ \geq 0,$$

$$i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 1,$$

$$x_{i,n}^- \geq 0,$$

$$i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 1,$$

$$x_{i,n} \geq \delta_f,$$

$$i \in \mathcal{I}, \quad n \in \mathcal{N}_t, \quad t \geq 0.$$

Let $x_{0}^*$ be the vector of optimal portfolio amounts at the root node $n = 0$ obtained from the above **ALM-pricing Problem**. The minimal capital $L_{s,0} := \sum_{i=0}^{I} x_{i,0}^*$ is
then the price at $t = 0$ of the process $\{l_t\}_{t=0}^{T}$ at $t = 0$. We can consider $L_{s,0}$ as the minimal price that the seller of a contingent claim, with a payoffs process described by $l$, would accept to enter the contract. The maximum price $L_{b,0} := -\sum_{i=0}^{I} x_{i,0}$ that the buyer of the contingent claim would accept to enter the contract is simply obtained by changing the sign of the process $l$ in the set of constraints (3.3). The buyer price $L_{b,0}$ is indeed the greatest initial debt one could cover when receiving the process $l$. It has been proved that under perfect replicability $L_{b,0} = L_{s,0}$, whereas $L_{b,0} \leq L_{s,0}$ holds under a super hedging approach [17, 23].

The parameter $\delta_f$ is a non positive real vector used to model short-selling constraints: when it is set equal to zero we prevent the choice of short positions. In the complete market case the price of a contingent claim is just the minimal initial investment to create a dynamic self-financing trading strategy that perfect replicates the security cash flow at each stage and at each node. We can state this problem just by replacing the risk measure functional constraints (3.5) in the ALM-pricing Problem with the set of constraints $X_n = 0$, for $n \in \mathbb{N}_T$, and by setting $\delta_f = -\infty$. Note that in a discrete complete market the perfect replication is also possible in the case in which we have arbitrage opportunities in the scenario tree, although in this case we do not have any risk neutral measure.

When $\beta = 0$ we look for the minimal initial capital on which we can construct a dynamic trading strategy that replicates the pension expenditure in each intermediate stage and which ensures at least a null portfolio value in all the leaf nodes and we are in the case of a super hedging approach. Increasing the value of the risk parameter $\beta$ we accept higher negative portfolio values in some of the leaf nodes, i.e. a more risky position, and in general we are able to find solutions that are less of those obtained with the super hedging approach.

3.3 Case study and Numerical results

3.3.1 Experimental Set Up

We perform the liability pricing methodologies described in the second paragraph of this chapter on a case study based on an artificial pension fund problem. We consider an investment period of seven years $T = 7$ on an asset universe composed by seven risky and liquid securities plus a cash account. The portfolio rebalancing periods are defined by the time index set $\mathcal{T} = \{0, 1, 3, 5, 7\}$. The first task is to determine the values for the tree processes $\{h_t\}_{t \in \mathcal{T}}$ and $\{r_{i,t}\}_{i \in \mathcal{T}}$ for $i = 0, ..., I$, which will form the input parameters for the ALM-pricing Problem. The topology of such a tree will be uniquely determined by the set $\mathcal{N} = \{1, N_1, N_3, N_5, N_7\}$ describing the number of nodes in each sub-tree at a given decision stage. A small-scale macroeconometric model has been developed to obtain the dynamic processes
describing the evolution of the 12 month euribor interest rate and the inflation rate. The former represents the risk free stochastic interest rate which will be used to model the cash account return and to discount the cash flows whereas the letter will be used to model the salary and the pension dynamics. The pension fund population evolution is then constructed on the basis of a stochastic mortality model and it is used to define the actuarial pension fund variables and their dynamics. The pension fund population evolution is constructed on the basis of a stochastic mortality model and then the correlation among them is reconstructed with a copula approach. The copula time series model is used to simulate a large scenario fan with independent trajectories on the time space $T$. This large scenario fan will form the input for the MMGP algorithm described in the second chapter of this thesis in order to obtain the the risky returns tree process $\{r_{i,t}\}_{i \in T}$ for $i = 1, ..., I$. We illustrate the model choice for economic, actuarial and financial variables and the relative scenario tree generation procedure in Sections 3.3.2 - 3.3.4. Finally, in Section 3.3.5, different specifications of the ALM-pricing problem are solved and the numerical solutions are showed and commented.

### 3.3.2 Macroeconomics Model

In order to obtain the evolution of the short interest rate and the inflation rate a parsimonious vector autoregressive (VAR) model of the economy was developed with four state variables in nominal values: the euro area output gap ($\hat{y}_{\text{gap}}$), the euro area one year consumer price index variations ($\hat{\pi}$), the 12 months euribor rate ($\hat{r}_f$) and the ten years euro government benchmark return ($\hat{r}_l$). We use quarterly data over the period from 1998 to 2008 to calibrate the parameters and from the last quarter of 2009 to the first quarter of 2016 for the out-of-sample analysis.

Firstly we test the stationarity of each series separately by applying the Augmented Dickey-Fuller (ADF-Test) test for a unit root without deterministic trend. Given the regression model $z_t = c + \alpha z_{t-1} + \beta \Delta z_{t-i} + \ldots + \beta \Delta z_{t-p} + \epsilon_t$, the Augmented Dickey-Fuller test without deterministic trend assesses the null hypothesis of a unit root $H_0 : \alpha = 0$, against the alternative hypothesis $H_1 : \alpha < 1$. The test has been conducted for different lags value $p$ from one to four. We than compare the AIC and BIC information criterion to choose the more parsimonious model. The test fails to reject the null hypothesis of a unit root against the autoregressive alternative for the inflation series $\hat{\pi}$ and for the two interests rate series $\hat{r}_f$ and $\hat{r}_l$. The output gap series $\hat{y}_{\text{gap}}$ seems to be stationary. In the Table 3.1 below we report the test results. Looking at the BIC values we can conclude that the first difference is the best model for all the series. Applying a first difference on the series with
unit roots is enough to make them stationary. We have tested four different models:

Table 3.1: \textit{ADF-Test results}

\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
Series & \textit{h} & 1 & 2 & 3 & 4 \\
\hline
\textit{y} & \textit{p-value} & 0.0010 & 0.0030 & 0.0086 & 0.0218 \\
\hline
 & \textit{BIC} & -611.29 & -599.60 & -584.65 & -583.27 \\
\hline
\textit{pi} & \textit{p-value} & 0.1659 & 0.0799 & 0.0683 & 0.7252 \\
\hline
 & \textit{BIC} & -501.54 & -491.02 & -478.74 & -474.95 \\
\hline
\textit{rf} & \textit{p-value} & 0.32 & 0.4792 & 0.3781 & 0.5564 \\
\hline
 & \textit{BIC} & -505.22 & -493.55 & -483.56 & -471.28 \\
\hline
\textit{rl} & \textit{p-value} & 0.32 & 0.4792 & 0.3781 & 0.5564 \\
\hline
 & \textit{BIC} & -513.85 & -506.58 & -493.15 & -480.97 \\
\hline
\end{tabular}
\end{center}

a VAR(1) and a VAR(2) with diagonal autoregressive restrictions and the VAR(1) and VAR(2) with full parameters. The likelihood ratio test of model specification is performed with respect the two models with the same order and with respect the two full models. The results reported in Tables 3.2 - 3.3 show that the full VAR models are preferred to the diagonal models. The test does not reject the unrestricted VAR(2) model when compared to the full VAR(1) model. The two information criterion AIC and BIC are lower for the full models confirming the full
VAR structure as the best choice. The two criterions are not coherent: the AIC is less for the two orders specification whereas the BIC is less for the one one order model. The VAR(1) model was finally chosen because it shows the lower sum of square for the out-of-sample periods (see Table 3.4). The VAR(1) model is defined as follow and the estimated parameters are reported in Table 3.5:

\[
\Delta \hat{y}_{gt}^{gap} = \alpha^1 + \beta^{1,1} \cdot \Delta \hat{y}_{gt-1}^{gap} + \beta^{1,2} \cdot \Delta \hat{\pi}_{t-1} + \beta^{1,3} \cdot \Delta \hat{r}_f^{l}_{t-1} + \beta^{1,4} \cdot \Delta \hat{r}_r^{l}_{t-1} + \epsilon_t^1
\]

\[
\Delta \hat{\pi}_t = \alpha^2 + \beta^{2,1} \cdot \Delta \hat{y}_{gt-1}^{gap} + \beta^{2,2} \cdot \Delta \hat{\pi}_{t-1} + \beta^{2,3} \cdot \Delta \hat{r}_f^{l}_{t-1} + \beta^{2,4} \cdot \Delta \hat{r}_r^{l}_{t-1} + \epsilon_t^2
\]

\[
\Delta \hat{r}_f^{l}_t = \alpha^3 + \beta^{3,1} \cdot \Delta \hat{y}_{gt-1}^{gap} + \beta^{3,2} \cdot \Delta \hat{\pi}_{t-1} + \beta^{3,3} \cdot \Delta \hat{r}_f^{l}_{t-1} + \beta^{3,4} \cdot \Delta \hat{r}_r^{l}_{t-1} + \epsilon_t^3
\]

\[
\Delta \hat{r}_l^{l}_t = \alpha^4 + \beta^{4,1} \cdot \Delta \hat{y}_{gt-1}^{gap} + \beta^{4,2} \cdot \Delta \hat{\pi}_{t-1} + \beta^{4,3} \cdot \Delta \hat{r}_f^{l}_{t-1} + \beta^{4,4} \cdot \Delta \hat{r}_r^{l}_{t-1} + \epsilon_t^4
\]

Monte Carlo simulations are performed for the out-of-sample period for each series: in figure 3.1 we report the 15000 MC simulated trajectories (the real values for the out-of-sample period have been drawn in black).

<table>
<thead>
<tr>
<th>VAR(1)full -VAR(1)diag</th>
<th>VAR(2)full -VAR(2)diag</th>
<th>VAR(2)full -VAR(1)full</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>p-value</td>
<td>stat</td>
</tr>
<tr>
<td>1</td>
<td>3.7740e-10</td>
<td>82.0294</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VAR(1)full</th>
<th>VAR(1)diag</th>
<th>VAR(2)full</th>
<th>VAR(2)diag</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>BIC</td>
<td>AIC</td>
<td>BIC</td>
</tr>
<tr>
<td>-1.8327e3</td>
<td>-1.7852e3</td>
<td>-1.7867e3</td>
<td>-1.7677e3</td>
</tr>
</tbody>
</table>

Table 3.4: sum-of-squares error between the predictions and the data for the out-of-sample period

<table>
<thead>
<tr>
<th>SSQ</th>
<th>0.0016</th>
<th>0.0014</th>
<th>0.0017</th>
<th>0.0018</th>
</tr>
</thead>
</table>
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3.3.3 Liability Model

The pension fund’s liability consists of all current and future payments towards pensioners and active members taking into account outstanding future contributions. In a DB pension scheme the contributions payed by the active members is a fixed percentage of the salary whereas pensioners receive a pension which is an annuity based on a fixed percentage of their income at the last working year. This income typically evolves during the retirement period according to the evolution of a reference consumer price index. In order to have a detailed description of the future pension funds payment streams we model the evolution of the contributions and of the pensions of every pension fund member. Given an initial population structure the dynamics of future cash flows needs the specification of the population evolution and of the inflation rate. The liability model used in this work is based on the following assumptions:

Table 3.5: VAR(1) estimated parameters

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th></th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00017</td>
<td>0.6989</td>
<td>0.1014</td>
<td>0.1767</td>
</tr>
<tr>
<td>-0.00018</td>
<td>0.2406</td>
<td>0.0764</td>
<td>0.2329</td>
</tr>
<tr>
<td>-0.00062</td>
<td>0.2409</td>
<td>-0.2740</td>
<td>0.5093</td>
</tr>
<tr>
<td>-0.00032</td>
<td>-0.1197</td>
<td>-0.1191</td>
<td>0.5541</td>
</tr>
</tbody>
</table>

Figure 3.1: Economic variables - MC Simulated Trajectories
- The initial total population of male and female members is given as an input.
- The salary and the pension of each member at the starting period are known.
- The pension scheme is closed: no more members will enter the fund in the following period.
- The minimal age in the starting period is 19. Men retire at 66, women at 64. The maximum age considered is 100.
- Active member salaries have age and inflation related increases. Passive member pensions have just inflation related increases.
- All the payments are liquidated at the end of the year.
- The two risk factors governing the future stream of payments are the mortality risk (population dynamic) and the inflation rate.
- We do not consider the case in which the active members can leave the fund due to changing their employer nor the possibility for the pensioners to have back the accumulated contribution amount in a lump sum at the first retirement period.

**Mortality Rate Model**

The stochastic mortality rates model implemented in this work is a modification of the traditional Lee-Carter model proposed by Mitchell et al. [21]. The model can be expressed as:

$$\mu_{\alpha,t+1} = \mu_{\alpha,t} \cdot e^{a_\alpha + \sum_{i=1}^{F} b_{i \alpha} k_{i t} + \epsilon_{\alpha,t}}$$

where $\mu_{\alpha,t}$ are the central mortality rates of age group $\alpha$ at $t$, $a_\alpha$ describes the average change in log mortality rate of the age group $\alpha$, $k_i$ are factors describing mortality change indexes that are the same for all age groups, $b_{i \alpha}$ are parameters modelling the intensity of the response of each age to the mortality index, and $\epsilon_{\alpha,t}$ is the age and year error, which has expected value zero and which we assume to be uncorrelated across time and age group. The model can be expressed by a log transformation as:

$$\ln [\mu_{\alpha,t+1}] - \ln [\mu_{\alpha,t}] = a_\alpha + \sum_{i=1}^{F} b_{i \alpha} k_{i t} + \epsilon_{\alpha,t}.$$ 

Since the values of $a_\alpha$, $b_{i \alpha}$ and $k_t$ are not unique for any representation of the model some restrictions are necessary: $a_\alpha$ is forced to be the mean change in log mortality rates and the parameters $b_{i \alpha}$ must be such that: $\sum_{\alpha} b_{i \alpha} = 1$, for $i = 1, .., F$. The estimation procedure is similar to that proposed in the Lee-Carter approach [?]:
- Define the matrix $M_{\alpha,t}$ of log mortality rate changes: $M_{\alpha,t} = \ln [\mu_{\alpha,t+1}] - \ln [\mu_{\alpha,t}]$

- Compute $a_\alpha$ as the mean of log mortality changes over time for each age.

- Obtain a demeaned matrix $\bar{M}_{\alpha,t} = M_{\alpha,t} - a_\alpha$.

- Apply a singular value decomposition to the matrix $M_{\alpha,t}$ to obtain the orthogonal matrices $U$ and $V$ and the non-negative diagonal matrix $S$ such that $M_{\alpha,t} = USV'$.

  - $k_i^t = U_i^t S_{i,i}$, where $U_i^t$ is the $i$-th column of $U$ and $S_{i,i}$ is the element at the $i$-th row and $i$-th column of $S$.

  - $b_\alpha = V_i^t S_{i,i}$, where $V_i^t$ is the $i$-th column of $V$.

The model was applied to the mortality rates of male and females separately so that we can model the evolution of both sexes inside the pension fund model. The historical mortality rates for Italian males and females from 1950 to 2008 are taken from the Human Mortality Database in order to calibrate the model, the period from 2009 to 2014 was instead used to test the model (out-of-sample period). Since we are interested in modelling the evolution of the pension fund members, only ages from 19 to 100 are taken into account. We test both the male and female mortality rates models for different choices of the numbers of factors $F$ ranging from 1 to 4, we then compared the square root of the sum of squared errors (RSSE) between the historical log mortality rate and the model prediction $RSSE = \sqrt{\sum_{\alpha,t} \epsilon_{\alpha,t}^2}$ for the four models. We have found that the four factors model is the best choice to match the males and the females historical mortality rates (see Table 3.6). The unexplained variance $UV_\alpha = \frac{\text{Var}(\ln[\mu_{\alpha,t}])}{\text{Var}(\ln[\mu_{\alpha,t}])}$ (see [20] for a detailed explanation) has been computed for the different four models both for male and female as a further measure of fit. Also in this case the measure indicates that the four factors model is the best choice for modelling our data; in Table 3.7 we reported the sum $\sum_\alpha UV_\alpha$ for the different models.

<table>
<thead>
<tr>
<th>Number of Factors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>0.7931</td>
<td>0.7444</td>
<td>0.7369</td>
<td>0.5932</td>
</tr>
<tr>
<td>Female</td>
<td>0.7520</td>
<td>0.4599</td>
<td>0.4332</td>
<td>0.4025</td>
</tr>
</tbody>
</table>

Once the model is fitted, the dynamic of each factor $k_i^t$ for $i = 1, \ldots, 4$ must be modelled in order to make an out-of-sample forecast of the mortality rates. Each of
Table 3.7: Sum of the unexplained variance of different choices of the number of factors

<table>
<thead>
<tr>
<th>Number of Factors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>0.0018</td>
<td>0.0016</td>
<td>0.0016</td>
<td>9.5200e-04</td>
</tr>
<tr>
<td>Female</td>
<td>0.0010</td>
<td>4.0494e-04</td>
<td>3.5109e-04</td>
<td>3.0021e-04</td>
</tr>
</tbody>
</table>

The four factors dynamics is fitted as an independent autoregressive process which can have both a conditional mean and a conditional variance structure:

\[ k_{i,s,t} = \gamma_{i,s} k_{i,s,t-1} + \epsilon_{i,s,t}, \quad i = 1, \ldots, 4 \quad s \in \{m, f\} \]  
\[ \sigma_{i,s,t}^2 = c_{i,s} + \psi_{i,s} \epsilon_{i,s,t-1}^2, \quad i = 1, \ldots, 4 \quad s \in \{m, f\} \]

where the index \( s \) states if the \( i \)-th factor, with \( i = 1, \ldots, 4 \), is related to male \( (m) \) or female \( (f) \) mortality rates. Since we consider four factors for the female and four factors for the male mortality rates we have to model eight autoregressive processes (in Figure 3.2 the eight factor processes obtained from the estimation on the historical mortality rates are drawn). The *Jarque-Bera test* (JB-test) has been conducted on each series to determine the opportunity to use a gaussian distribution whereas the *Ljung-Box test* (LB-test) was used to assess the presence of autocorrelation and, when applied to the square of the series, the presence of conditional variance together with the Engle’s ARCH test. The test rejects the normality assumptions for the first male factor and for the third female factor. These factors are then modelled with a t-student distribution. All the series present a first order autocorrelation component. The third male factor has an ARCH component as well the third and the four females factors. Given the following general model we show in Tables 3.8 - 3.9 the estimated parameters for the eight factor processes. If the error is assumed to follow a t-distribution we insert the value of the estimated degree of freedom (DoF).

Table 3.8: Estimated Parameters for the Male Factors

<table>
<thead>
<tr>
<th>Factors</th>
<th>gamma</th>
<th>c</th>
<th>phi</th>
<th>DoF</th>
<th>sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.33768</td>
<td>NaN</td>
<td>NaN</td>
<td>3.13089</td>
<td>0.0867501</td>
</tr>
<tr>
<td>2</td>
<td>0.0387247</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>0.0561904</td>
</tr>
<tr>
<td>3</td>
<td>-0.604539</td>
<td>0.0128465</td>
<td>0.210544</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>4</td>
<td>-0.523419</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>0.0137274</td>
</tr>
</tbody>
</table>
Figure 3.2: Factor Processes obtained from the in-sample estimation

Table 3.9: Estimated Parameters for the Female Factors

<table>
<thead>
<tr>
<th>Factors</th>
<th>$\gamma$</th>
<th>$c$</th>
<th>$\psi$</th>
<th>doF</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.46967</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>0.0729677</td>
</tr>
<tr>
<td>2</td>
<td>-0.414838</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>0.0526764</td>
</tr>
<tr>
<td>3</td>
<td>-0.360976</td>
<td>0.0202475</td>
<td>0.230144</td>
<td>19.1028</td>
<td>NaN</td>
</tr>
<tr>
<td>4</td>
<td>-0.387619</td>
<td>0.0149691</td>
<td>0.540618</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Economic and Population Risk Factors Tree Generation

Since the pension fund payments have yearly commitments, the scenarios trees for the stochastic economics and populations factors are firstly generated on a discrete time set $\tilde{T} = \{1, 2, 3, 4, 5, 6, 7\}$ with yearly inter-stages steps. The number of nodes $\tilde{N}_t$ of each sub-tree at each stage is set equal to $N_t$ if $t \in T$ and equal to one if $t \in \tilde{T} \setminus T$. The first step is the construction of the trees $\tilde{y}^{gap}$, $\tilde{\pi}$, $\tilde{r}_0$ and $\tilde{r}_1$ for the economic factors, (output gap, inflation, short and long interest rate) on the larger time set $\tilde{T}$. We do this by Conditional Monte Carlo (CMC) simulations from the VAR(1) process previously estimated: starting from the root node, for each node at each stage $t$ we simulate a sample size equal to $N_{t+1}$ using Monte Carlo sampling. The second step is the generation of the trees for the eight latent factors driving the mortality rates for the male and the female pension fund members. Since the factors are assumed independently by construction we generate these tree processes independently via CMC sampling. We call $\tilde{k}_{i,s}$ for $i = 1, \ldots, 4$ and $s \in \{m, f\}$ these tree processes for the mortality factors. Once we have the factors trees we derive the male mortality trees for all the ages just applying the formula: $\tilde{\mu}_{m,\alpha,n} = \tilde{\mu}_{m,\alpha,a(n)} \cdot e^{\alpha_{m,\alpha} \sum_{i=1}^{4} \theta_{m,\alpha} \tilde{k}_{i,m,n} + \epsilon_{m,\alpha,n}}$, for $\alpha \in A$, $n = 1, \ldots, \tilde{N}_t$ and $t = 1, 2, \ldots, 7$. The same holds for the female mortality trees. We have now the uncertain
tree processes $\tilde{\pi}$ and $\tilde{\mu}$ defined on the time set $\tilde{T}$ and with branching structure $\tilde{N} = \{1, N_1, 1, N_3, 1, N_5, 1, N_7\}$. These trees are then used to construct the net pension expenditure tree process $\tilde{l}$ on the same time set $\tilde{T}$. This procedure is explained step by step in the following paragraphs.

**Population Model**

We define $N_{f,\alpha,t}$ and $N_{m,\alpha,t}$ as the total female and male members aged $\alpha$ respectively at $t \in \tilde{T}$, where $\alpha \in A = \{19, \ldots, 100\}$ and $\tilde{T} = \{1, 2, \ldots, 6, 7\}$. The total male and female active members population at $t$ is $TA_{m,t} = \sum_{\alpha=19}^{65} N_{m,\alpha,t}$ and $TA_{f,t} = \sum_{\alpha=19}^{63} N_{f,\alpha,t}$ whereas the total male and female passive members population at $t$ is $TP_{m,t} = \sum_{\alpha=66}^{100} N_{m,\alpha,t}$ and $TP_{f,t} = \sum_{\alpha=64}^{100} N_{f,\alpha,t}$. The total population at $t$ is then defined as $TN_t = \sum_{\alpha=19}^{100} (N_{f,\alpha,t} + N_{m,\alpha,t})$. The contribution rate $r_c$ (percentage of the salary used to compute the yearly contribution of each active member) and the pension rate $r_p$ (percentage of the last salary used to compute the pension received by each passive member) are fixed and set equal to 0.1 and 0.6 respectively. The salaries of male and female members aged $\alpha$ at $t$ are $W_{m,\alpha,t}$ and $W_{f,\alpha,t}$ respectively. We start to define the total number of active and passive members of both sexes at the starting point $t = 0$: $TA_{m,0}, TA_{f,0}, TP_{m,0}$ and $TP_{f,0}$. Once these parameters are decided, the number of people in each age group is defined by applying fixed proportion rates $\lambda$’s reflecting the current age distribution on the entire national population both in the active and retirement ages for males and females:

$$
\begin{align*}
N_{m,\alpha,t} &= \lambda^A_{m,\alpha} \cdot TA_{m,0}, \\
N_{f,\alpha,t} &= \lambda^A_{f,\alpha} \cdot TA_{f,0}, \\
N_{m,\alpha,t} &= \lambda^P_{m,\alpha} \cdot TP_{m,0}, \\
N_{f,\alpha,t} &= \lambda^P_{f,\alpha} \cdot TP_{f,0},
\end{align*}
$$

for $\alpha = 1, \ldots, 65$. for $\alpha = 1, \ldots, 63$. for $\alpha = 66, \ldots, 100$. for $\alpha = 64, \ldots, 100$.

Specifically we get the numbers of male and female aged $\alpha$ with $\alpha = 19, \ldots, 100$ on the entire national population from the *Human Mortality Database* and *ISTAT* and we call them $\bar{N}_{m,\alpha,0}$ and $\bar{N}_{f,\alpha,0}$ respectively, then the fixed proportion coefficients
are set accordingly to these formulas:

\[ \lambda_{m,\alpha}^A = \frac{\bar{N}_{m,\alpha,0}}{\sum_{\alpha=19}^{65} \bar{N}_{m,\alpha,0}} \], \quad \text{for } \alpha = 1, \ldots, 65 \\
\lambda_{f,\alpha}^A = \frac{\bar{N}_{f,\alpha,0}}{\sum_{\alpha=19}^{63} \bar{N}_{f,\alpha,0}} \], \quad \text{for } \alpha = 1, \ldots, 63 \\
\lambda_{m,\alpha}^P = \frac{\bar{N}_{m,\alpha,0}}{\sum_{\alpha=66}^{100} \bar{N}_{m,\alpha,0}} \], \quad \text{for } \alpha = 66, \ldots, 100 \\
\lambda_{f,\alpha}^P = \frac{\bar{N}_{f,\alpha,0}}{\sum_{\alpha=64}^{100} \bar{N}_{f,\alpha,0}} \], \quad \text{for } \alpha = 64, \ldots, 100 \\

From the starting values \( N_{m,\alpha,t} \) and \( N_{m,\alpha,t} \) we generate the yearly tree process describing the population evolution using the mortality rate trees \( \tilde{\mu}_{m,\alpha,n} \) and \( \tilde{\mu}_{f,\alpha,n} \) with \( \alpha \in A, \ n \in \bar{N}_t \) and \( t \in \bar{T} \). The mortality rate \( \tilde{\mu}_{m,\alpha,n} \) defines the probability to die during the year of a male aged \( \alpha \) at the node \( n \) at \( t \). According to this rates the tree processes describing the population dynamics are:

\[ N_{m,\alpha+1,n} = (1 - \tilde{\mu}_{m,\alpha+1,n} \cdot N_{m,\alpha,a(n)} \), \quad \text{for } \alpha = 19, \ldots, 99, \ \ n \in \bar{N}_t \ \text{and} \ t = 2, \ldots, 7 \\
N_{f,\alpha+1,n} = (1 - \tilde{\mu}_{f,\alpha+1,n} \cdot N_{f,\alpha,a(n)} \), \quad \text{for } \alpha = 19, \ldots, 99, \ \ n \in \bar{N}_t \ \text{and} \ t = 2, \ldots, 7. \\

**Salary - Contribution - Pension Model**

The salary evolution for each individual depends on the age and on the inflation rate. The age related increase is deterministic and based on a fixed yearly proportion increment whereas the inflation related increase is derived accordingly to a scenario tree for the inflation evolution \( \tilde{\pi} \). We set the age related increment \( \tau \) equal to 0.01, the salary at \( t = 0 \) for a male active member \( \omega_{m,19,0} \) and for a female active member \( \omega_{f,19,0} \) are set to 1200 and 1100 euro respectively. Based on these inputs we firstly model the salaries \( \omega \) and pensions \( \gamma \) at \( t = 0 \) for all the ages different from 19:

\[ \omega_{m,\alpha,0} = \omega_{m,19,0} \cdot (1 + \tau)^{(\alpha-19)} \], \quad \text{for } \alpha = 20, \ldots, 65 \\
\omega_{f,\alpha,0} = \omega_{f,19,0} \cdot (1 + \tau)^{(\alpha-19)} \], \quad \text{for } \alpha = 20, \ldots, 63 \\
\gamma_{m,\alpha,0} = r_p \cdot \omega_{m,19,0} \cdot (1 + \tau)^{(\alpha-19)} \], \quad \text{for } \alpha = 66, \ldots, 100 \\
\gamma_{f,\alpha,0} = r_p \cdot \omega_{f,19,0} \cdot (1 + \tau)^{(\alpha-19)} \], \quad \text{for } \alpha = 64, \ldots, 100
From these deterministic values we model the salary \( \omega \), the contribution \( \kappa \) and pension \( \gamma \) dynamics:

\[
\begin{align*}
\omega_{m,a,n} &= \omega_{m,a-1,a(n)} \cdot (1 + \tau) \cdot (1 + \pi_n) & \text{for } \alpha = 20, \ldots, 65 \\
\omega_{f,a,n} &= \omega_{f,a-1,a(n)} \cdot (1 + \tau) \cdot (1 + \pi_n) & \text{for } \alpha = 20, \ldots, 63 \\
\kappa_{m,a,n} &= r_c \cdot \omega_{f,a,n} & \text{for } \alpha = 20, \ldots, 65 \\
\kappa_{f,a,n} &= r_c \cdot \omega_{f,a,n} & \text{for } \alpha = 20, \ldots, 63 \\
\gamma_{m,a,n} &= r_p \cdot \omega_{m,a-1,a(n)} \cdot (1 + \pi_n) & \text{for } \alpha = 66 \\
\gamma_{f,a,n} &= r_p \cdot \omega_{f,a-1,a(n)} \cdot (1 + \pi_n) & \text{for } \alpha = 64 \\
\gamma_{m,a,n} &= r_p \cdot \gamma_{m,a-1,a(n)} \cdot (1 + \pi_n) & \text{for } \alpha = 67, \ldots, 100 \\
\gamma_{f,a,n} &= r_p \cdot \gamma_{f,a-1,a(n)} \cdot (1 + \pi_n) & \text{for } \alpha = 65, \ldots, 100
\end{align*}
\]

Finally we can compute the total amount of pension fund nets payments \( \tilde{l}_n \) at each node just by aggregating the total contributions \( K \) and total pensions \( \Gamma \) according to the number of active and passive members of both sexes at the same node:

\[
\begin{align*}
K_{m,n} &= \sum_{\alpha=19}^{65} \kappa_{m,a,n} \cdot N_{m,a,n} \\
K_{f,n} &= \sum_{\alpha=19}^{65} \kappa_{f,a,n} \cdot N_{f,a,n} \\
\Gamma_{m,n} &= \sum_{\alpha=66}^{100} \gamma_{m,a,n} \cdot N_{m,a,n} \\
\Gamma_{f,n} &= \sum_{\alpha=66}^{100} \gamma_{f,a,n} \cdot N_{m,a,n} \\
\tilde{l}_n &= \Gamma_{m,n} + \Gamma_{f,n} - K_{m,n} - K_{f,n}
\end{align*}
\]

The final step is to transform the topology of the tree processes for the short term interest rate \( \tilde{r}_0 \) and for the pension fund payments \( \tilde{l} \) obtained until now in order to have the two trees \( r_0 \) and \( l \) with time increments and topology defined by the sets \( T \) and \( N \) which will be used as input parameters in the ALM-pricing Problem. The interest rate tree process \( r_0 \) is obtained by simply compound the process \( \tilde{r}_0 \):

\[
\begin{align*}
r_n &= \tilde{r}_{0,n}, & n \in N_1 \\
r_n &= (1 + \tilde{r}_{0,n}) \cdot (1 + \tilde{r}_{0,a(n)}) - 1, & n \in N_t & t \in \{3, 5, 7\}.
\end{align*}
\]

For what concern the pension fund payments process we just move forward in time the value of the nodes belonging to \( \tilde{T} \setminus T \) to the child nodes, which belong to \( T \), by multiply them with the risk free interest rate of the same period:
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\[
l_n = \tilde{l}_n, \quad n \in \mathbb{N}_1
\]
\[
l_n = \tilde{l}_n + (1 + \tilde{r}_{0,n}) \tilde{l}_{a(n)}, \quad n \in \mathbb{N}_t, \quad t \in \{3, 5, 7\}
\]

### 3.3.4 Asset Model

We consider the following asset universe of investment composed by four bond indexes and three stock indexes all quoted in euro currency and obtained from the Thompson Data Stream database.

- **Assets universe:**
  1. BARCLAYS EURO AGG GOVERNMENT ALL MATS. INDEX
  2. BARCLAYS EURO AGG CORPORATE INDEX
  3. FTSE GLOBAL GOVERNMENT US ALL MATS. INDEX
  4. FTSE EURO EMERGING MARKETS ALL MATS. INDEX
  5. S&P 500 COMPOSITE - PRICE INDEX
  6. MORGAN STANLEY CAPITAL INTERNATIONAL EMU
  7. MSCI EM PRICE INDEX

- **Data frequency:** monthly

- **Estimation period:**
  From 31-December-1999 to 31-December-2008.

- **Out-of-Sample period:**
  From 31-January-2009 to 31-December-2015.

The choice of monthly data frequency is due to the medium horizon of the stochastic programming problem. Although the monthly frequency is convenient to deal with large Monte Carlo simulation for medium and long forecasting horizon it poses some challenges in the choice of the econometric model to represent the asset returns dynamic. Stylised fact such as fat tails, volatility clusters and distribution asymmetries that are well documented in daily asset returns are instead more difficult to detect in monthly returns. This is due both from the nature of the financial time series, stylised facts tend to gradually disappear when we use larger frequency than daily, and from the less disposable data to fit the parameters of complex models that try to capture these behaviours. In Tables 3.10 - 3.11 we store some descriptive statistics for the risky asset returns computed using the real data for the in-sample
period (from 31-December-1999 to 31-December-2008). We also draw the prices and the corresponding returns on the entire data period (from 31-December-1999 to 31-December-2015) in Figures 3.3 - 3.4. The asset return econometric model has been derived with the following procedure:

1. Each series \( \{\hat{r}_{i,t}\}_{t=1}^{T_s}, \ i = 1, \ldots, I \) (where \( T_s \) is the time dimension of the in-sample dataset) is analysed independently and the best autoregressive process with conditional variance accordingly to different criteria explained later is chosen. The general model for each series is an autoregressive process with conditional variance modelled as a Glosten, Jagannathan, and Runkle (GJR) model [11]:

\[
\hat{r}_{i,t} = c_i + \sum_{p=1}^{P_i} \gamma_i \hat{r}_{i,t-p} + \epsilon_{i,t} \\
\sigma_{i,t}^2 = \kappa_i + \omega_i \sigma_{i,t-1}^2 + \psi_i \epsilon_{i,t-1}^2 + \phi_i [\epsilon_{i,t-1} < 0] \epsilon_{i,t-1}^2
\]

2. Once the autoregressive process has been chosen and calibrated the innovation process for the in-sample period is derived and the residuals \( \{\epsilon_{i,t}\}_{t=1}^{T_s-P_i} \) are then standardised:

\[
z_{i,t} = \epsilon_{i,t} / \sigma_{i,t}
\]

3. A density distribution function is then fitted on the standardised innovation process \( \{z_{i,t}\}_{t=1}^{T_s-P_i} \). We consider just a gaussian or a t-student distribution to keep the parameter estimation stable given the small sample size.

4. The standardised residuals are transformed to uniform variates by the cumulative distribution function previously estimated.

5. All the uniform series are collected and a t-copula is estimated with an MLE algorithm.

In order to simulate Sc Monte Carlo trajectories we simulate \((S_c,I)\) values from the t-copula and we obtaine \( S_c \) standardised innovation trajectories for each series \( i \) with \( i = 1, \ldots, I \) using its inverse cumulative distribution function. In this way we obtain standardised innovation trajectories that are uncorrelated in time but correlated among them consistently with the t-copula previously estimated. Then we use this standardised residuals to simulate the autoregressive process for each asset return.

**Estimation of the autoregressive model for each series**

The first step is the definition and the estimation of the conditional mean autoregressive process for each return time series. Plotting the autocorrelation sample
Table 3.10: Main Statistic Properties of the Asset Returns - In-Sample period

<table>
<thead>
<tr>
<th>Asset Type</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0007</td>
<td>0.0005</td>
<td>0.0005</td>
<td>-0.0003</td>
<td>0.0012</td>
<td>-0.0013</td>
<td>0.0022</td>
</tr>
<tr>
<td>Var</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0007</td>
<td>0.0003</td>
<td>0.0024</td>
<td>0.0037</td>
<td>0.0042</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.0565</td>
<td>-0.3996</td>
<td>0.2789</td>
<td>-1.0846</td>
<td>-0.4938</td>
<td>-0.5833</td>
<td>-0.6277</td>
</tr>
</tbody>
</table>

Table 3.11: Correlation Matrix of asset Returns - In-Sample period

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0.7361</th>
<th>0.3124</th>
<th>0.0718</th>
<th>-0.3110</th>
<th>-0.2939</th>
<th>-0.2649</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7361</td>
<td>1</td>
<td>0.0802</td>
<td>0.2791</td>
<td>-0.0753</td>
<td>-0.0161</td>
<td>0.0738</td>
<td></td>
</tr>
<tr>
<td>0.3124</td>
<td>0.0802</td>
<td>1</td>
<td>-0.0416</td>
<td>0.2336</td>
<td>-0.0802</td>
<td>-0.0114</td>
<td></td>
</tr>
<tr>
<td>0.0718</td>
<td>0.2791</td>
<td>-0.0416</td>
<td>1</td>
<td>0.3278</td>
<td>0.3093</td>
<td>0.3589</td>
<td></td>
</tr>
<tr>
<td>-0.3110</td>
<td>-0.0753</td>
<td>0.2336</td>
<td>0.3278</td>
<td>1</td>
<td>0.8214</td>
<td>0.7640</td>
<td></td>
</tr>
<tr>
<td>-0.2939</td>
<td>-0.0161</td>
<td>-0.0802</td>
<td>0.3093</td>
<td>0.8214</td>
<td>1</td>
<td>0.8191</td>
<td></td>
</tr>
<tr>
<td>-0.2649</td>
<td>0.0738</td>
<td>-0.0114</td>
<td>0.3589</td>
<td>0.7640</td>
<td>0.8191</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

function we have a first indication of the autoregressive order $P$. The goodness-of-fit Jarque-Bera (JB) test is applied to test the normality assumption of the model. The only series that pass the JB test are the first and the third, the government bond indexes for the Euro Area and for the US; these series are so modelled under a gaussian hypothesis on the distribution of the errors terms, the other series residuals are modelled with a t-distribution. The Ljung-Box (LB) test and the Engle’s ARCH (EA) test for residual heteroscedasticity were used to assess the presence of autocorrelation and ARCH effects in the return residuals. The choice of introducing a leverage effect for those series which present ARCH effects is firstly considered by looking at the skewness value and at the qqplot of the series. The effectiveness of this choice is then tested by applying a Likelihood Ratio Test (LRT) on the GJR model versus a standard GARCH model. In the following points the model for each asset return series with the main relevant passages that led to the choice are presented.

1. BARCLAYS EURO AGG GOVERNMENT ALL MATS
The series appears to be distributed according to a gaussian distribution as suggested by the JB-test and by looking at the qqplot. The LB-test rejects the hypothesis of autocorrelation on the mean and on the variance. In order to be sure to model the returns as a white noise with mean with estimate both a white noise and an autoregressive process of order one and than we apply a LRT test to test the restriction on the autoregressive parameter. The LRT test accepts the null hypothesis of a white noise with mean with a $p-value$
of 0.1371. The final model choice is:

$$\hat{r}_{1,t} = c_1 + \epsilon_{1,t}$$

$$c_1 = 0.00066, \text{ with } \epsilon_1 \sim N(0, 0.000112)$$

2. BARCLAYS EURO AGG CORPORATE ALL MATS

The series seems not to follow a Gaussian distribution both from the *JB-test* and from the qqplot graph analysis. Since the *LB-test* rejects the null hypothesis of no autocorrelation for the lag of order three we test an autoregressive process with all the three first lags against an autoregressive process with just the third order autoregression parameter: the restricted model is preferred with a $p-value$ of 0.0254 (we use a significant alpha level of 1% since we have a small sample size). The presence of an ARCH effect is detected by the *LB-test* ($p-value$ of 9.7627e-04) performed on the square returns and with a *EA-test* ($p-value$ of 1.0563e-04). The AR(3)-GARCH(0,1) is tested against the model AR(3) and the $p-value$ of the LR test is 5.2232e-04 confirming the necessity of incorporating an ARCH parameter. The final model choice
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\[
\hat{r}_{2,t} = c_2 + \gamma_2 \hat{r}_{2,t-3} + \epsilon_{2,t}
\]

\[
\sigma^2_{2,t} = k + \psi_2 \epsilon^2_{2,t-1}
\]

c_2 = 0.0004, with \( \epsilon_2 / \sigma_2 \sim t \) -distribution with 8.9 degree of freedom.

3. FTSE GLOBAL GOVERNMENT US ALL MATS
The government bond index of the USA Area presents a first order autoregression in the conditional mean and no conditional variance, the innovation distribution can be specified by a gaussian distribution. The final model choice is:
4. FTSE EURO EMERGING MARKETS ALL MATS

The bond index for the emerging market zone presents both fat tails and asymmetry. The $JB$-test fails to accept the normal distribution and the $LB$-test reject autocorrelation. We test four models: A GARCH(1,1), a GARCH(0,1), a GJR(1,1) and a GJR(0,1). We then use the $LR$ test and the AIC and BIC information criterion to choose between the four proposal model. The GJR(1,1) model is preferred against the other models both in terms of the $LR$
and of the two information criteria AIC and BIC. The final model choice is:

\[ \hat{r}_{4,t} = c_4 + \epsilon_{4,t} \]

\[ \sigma^2_{4,t} = k_4 + \omega_4 \sigma^2_{4,t-1} + \psi_4 \epsilon^2_{4,t-1} + \phi_4 [\epsilon_{4,t-1} < 0] \epsilon^2_{4,t-1} \]

\[ c_4 = 1.9565e - 05, \omega_4 = 0.725487, \psi_4 = 0.362634 \text{ and } \phi_4 = 0.427551 \] with \( \epsilon_4/\sigma_4 \sim t \)-distribution with 4 degree of freedom.

5. S&P 500 COMPOSITE

This series does not present autocorrelation in mean but it seems to follow a conditional variance structure. Since the asymmetry is not very high we compare a GARCH(1,1) model against the GJR(1,1) model. The LR and the information criteria AIC and BIC confirm the GARCH(1,1) model as the more parsimonious. The final model choice is:

\[ \hat{r}_{5,t} = c_5 + \epsilon_{5,t} \]

\[ \sigma^2_{5,t} = k_5 + \omega_5 \sigma^2_{5,t-1} + \psi_5 \epsilon^2_{5,t-1} \]

\[ c_5 = 0.0056, k_5 = 0.00015, \omega_5 = 0.811645, \psi_5 = 0.151174 \] with \( \epsilon_5/\sigma_5 \sim t \)-distribution with 11.4 degree of freedom.

6. MORGAN STANLEY CAPITAL INTERNATIONAL EMU

Again the series exhibits conditional variance behaviour but not autocorrelation in mean levels. In this case however the leverage effect is more pronounced than in the S&P500 Index and the GJR(1,1) is preferred to the GARCH(1,1) model with respect the same criteria (LR test, AIC and BIC). The final model choice is:

\[ \hat{r}_{6,t} = c_6 + \epsilon_{6,t} \]

\[ \sigma^2_{6,t} = k_6 + \omega_6 \sigma^2_{6,t-1} + \psi_6 \epsilon^2_{6,t-1} + \phi_6 [\epsilon_{6,t-1} < 0] \epsilon^2_{6,t-1} \]

\[ c_6 = 0.003, k_6 = 0.00045, \omega_6 = 0.638642, \psi_6 = 0.187704 \text{ and } \phi_6 = 0.454688 \] with \( \epsilon_6/\sigma_6 \sim t \)-distribution with 12.8 degree of freedom.

7. MSCI EMERGING MARKET INDEX

The series presents a very pronounced outlier that we remove in order to have a more stable parameter estimation. Similar to the other stock index models we have compared a GARCH(1,1) model and a GJR(1,1) model. The final model is:

\[ \hat{r}_{7,t} = c_7 + \epsilon_{7,t} \]

\[ \sigma^2_{7,t} = k_7 + \omega_7 \sigma^2_{7,t-1} + \psi_7 \epsilon^2_{7,t-1} \]
Once we have estimated the models for each series we infer the standardised residuals for the in-sample period and following the procedure described above we fit a t-copula. The estimated degree of freedom of the t-copula is 13.4172 and the estimated correlation parameters are reported in Table 3.12. In Figure ?? we plot 15000 Monte Carlo simulation of the complete model for the asset prices.

Table 3.12: Estimated correlation parameters for the fitted t-copula

<table>
<thead>
<tr>
<th></th>
<th>0.8531</th>
<th>0.3980</th>
<th>0.2979</th>
<th>-0.2925</th>
<th>-0.3117</th>
<th>-0.2535</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3022</td>
<td>0.4469</td>
<td>-0.1353</td>
<td>-0.1362</td>
<td>-0.0500</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0861</td>
<td>0.2516</td>
<td>-0.0435</td>
<td>0.0182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.2777</td>
<td>0.3011</td>
<td>0.4367</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.7693</td>
<td>0.6907</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.8046</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.7: Asset Returns - MC trajectories

Asset Model Tree Generation

The vector tree process representing the asset returns dynamic is directly obtained with the moment matching method presented in the second chapter of this thesis. The risk-free interest rate is stochastic and it is represented by the tree process \( r_0 \). Since the probabilities associated to the risk-free process are equally spaced on the interval \((0, 1)\) we modify the \( MMGP \) algorithm by keeping fixed the probabilities and perform the moment minimisation on the asset returns values and on the risk.
neutral probabilities. The method is based on the monomial approximation and the solutions are in general dependent on the values of the starting guess solution. When we launch the algorithm to generate a scenario tree from the simulated scenario fan of 15000 MC paths using the econometric model specified in the previous paragraph and a given tree topology specified by the branching structure \( \{1, N_1, N_3, N_5, N_7\} \), we solve the problem two times for each starting guess: one using the constraints to avoid arbitrage opportunities and the second relaxing these constraints. In this way we obtained two similar but different trees, one without arbitrage opportunities and the other with arbitrages. In the Appendix we collect the pictures of the trees generated in Figure 3.8. The black line represent the realised trajectory of the process and it always inside the tree.

### 3.3.5 Numerical Results - Complete market case

The first test has been performed on a complete market. Since the asset universe is composed by 8 securities (7 risky asset plus the cash account) we used trees with four stages and branching structure \( 8^4 \) to ensure the market completeness. In this case we can use the risk neutral probability obtained by the moment matching method with the no-arbitrage constraints and the compounded risk-free interest rate \( r_{d,t} = \prod_{i=1}^{t} (1 + r_{0,i})^{-1} \) between time 0 and \( t \) to obtain the preset value of the liabilities:

\[
L_0 = \sum_{t=1}^{T} E^Q \left[ (1 + r_{d,t})^{-1} t_t \right].
\]  

(3.11)

where:

\[
E^Q \left[ (1 + r_{d,t})^{-1} t_t \right] = \sum_{n \in N_t} q_n \left[ (1 + r_{d,n})^{-1} t_n \right].
\]

The value of \( L_0 \) will be used as a benchmark to compare the results achieved with the perfect replication approach.

The problem of perfect replication is feasible if and only if we allow for un-bounded short selling positions and so we set \( \delta_f = -\infty \). We denote by \( L_{p} \) and \( L_{s,f} \) the arithmetic average among the solutions obtained using the ten arbitrage and no-arbitrage trees respectively whereas \( L_0 \) is the arithmetic average of the liability prices computed by applying formula 3.11 using the ten risk neutral measures \( Q \) derived from the arbitrage free trees. We denote as \( \Delta^p := L_0 - L_{p} \) and \( \Delta^f_{s,f} := L_0 - L_{s,f} \) the difference between the risk neutral and the perfect replication problem solutions with arbitrage and no-arbitrage trees respectively and with \( \Delta^p_{\%} := \frac{L_0 - L_{p}}{L_0} \) and \( \Delta^f_{s,f,\%} := \frac{L_0 - L_{s,f}}{L_0} \) the corresponding percentage difference. We store the result in Table 3.13. In all the cases with trees without arbitrage opportunities the error between the solution and the risk neutral expected value of the liabilities \( \Delta^f_{s,f} \) is
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approximatively zero confirming the validity of the model implementation with re-
spect to the mathematical financial theory. When we solve the replication problem
using scenario trees with arbitrages the solution error $\Delta p$ is greater but it is sill very
low (the liability price $L^p_s$ is just 0.15 percent lower than the liability price $L^p_0$ on
average). We can conclude that the cost of having arbitrages in the discrete market
model using a perfect replication approach is relatively small. The same procedure
has been also performed to obtain the liability values $L^p_b$ and $L^p_{b,f}$ from the point of
view of the buyer, i.e. by solving the ALM-pricing Problem by inverting the sign of
$l_n$ in all the constraints (3.3). Since we are in a complete market case, according to
the theoretical results, we have: $L^p_b = L^p_s$ and $L^p_{b,f} = L^p_{s,f}$.

Table 3.13: Solutions for the Perfect Replication Problem and Comparison with the
risk neutral expected value $L_0$

<table>
<thead>
<tr>
<th></th>
<th>$L^p_s$</th>
<th>$L^p_0$</th>
<th>$\Delta^p$</th>
<th>$\Delta^p_%$</th>
<th>$L^p_{s,f}$</th>
<th>$\Delta^f$</th>
<th>$\Delta^f_%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>132462500</td>
<td>132257500</td>
<td>203834</td>
<td>0.15</td>
<td>132462500</td>
<td>-10</td>
<td>0.00</td>
</tr>
<tr>
<td>Std</td>
<td>102103</td>
<td>561271</td>
<td>531694</td>
<td>0.004</td>
<td>102103</td>
<td>7</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Risk Measure Valuation

When we use a risk measure valuation approach the liability value is in general
different from that obtained with a perfect replication approach and it depends on
the choice of the parameter $\beta$. We compute the solutions $L_{s,f}$ and $L_{b,f}$ solving
the ALM-pricing problem, with no restrictions on short selling and using arbitrage
free trees, from the point of view of the seller and of the buyer of the process
$l$ respectively. The results are computed for $\beta \in \{0, 0.02, 0.04, \ldots, 0.18, 0.2\}$ and
store in Table 3.14. We represent by $\Delta_{sb} := L_{s,f} - L_{b,f}$ the spread between the two
prices and by $\Delta_{sb,\%} := \frac{L_{s,f} - L_{b,f}}{L_{b,f}}$ the percentage difference. The spread $\Delta_{sb}$ is equal
to zero when $\beta = 0$, i.e. in the super-hedging case, and decreases linearly with the
tolerance parameter $\beta$. In order to test the impact of arbitrages in the solution of the
ALM-pricing problem under a risk measure valuation approach we consider the cases
in which we limit or totally exclude short selling positions. In the case in which we
limit the short selling, the short position in each asset can not be greater than $\frac{1}{16}$ of
the portfolio value at each stage. We denote by $L_{s,ls}$ and $L_{s,ns}$ the average solutions
of the super replication problem using trees with arbitrage opportunities allowing
for limited short selling and totally excluding short selling respectively, whereas
$L_{s,f,ls}$ and $L_{s,f,ns}$ represent the same problem solutions obtained with trees with no
arbitrages. In this case $\Delta_{s,i} := L_s - L_{f,i}$ and $\Delta_{s,i,\%} := \frac{L_i - L_{s,f,i}}{L_{s,f,i}}$, for $i \in \{ls, ns\}$. The
average of the solutions over the ten trees for different choices of the risk parameter
$\beta$ are reported in Table 3.14 in the Appendix. The absolute percentage difference
$|\Delta_{s,i,\%}|$ is below the 1% both in the case of limited short selling and in the case of no short selling. Obviously, the liability price decreases gradually and proportionally as the parameter $\beta$ increases. For a given choice of $\beta$ the liability price increases when we reduce the share of allowed short-selling positions.

### 3.3.6 Numerical Results - Incomplete Market Case

In order to construct an incomplete discrete market model we generate trees with branching structure $10^4$, i.e. with ten nodes in each sub tree at every stage. In this case the risk neutral probability measure associated with a non-arbitrage tree is not unique and we are not able to compare the result by solving the problems of perfect replication, so we just solve the risk measure valuation problem. We perform the same analysis of the previous section. The results for the seller/buyer price spread $\Delta_{sb}$ and the results for analysis on the arbitrage bias, in the cases of limited and totally excluded short selling, are stored in Table 3.15. Under the super-hedging approach the spread $\Delta_{sb}$ is positive, although the percentage difference is below the unity. When we increase the parameter $\beta$ the optimiser accept more risk and it is able to reduce the price $L_s$ and increase the price $L_b$. This in turn imply that the spread $\Delta_{sb}$ became negative and it decrease linearly in $\beta$.

In the case of limited short selling the absolute percentage spread $|\Delta_{s,ls,\%}|$ does not exceed the 1.40%. When we prevent the optimiser from entering in short positions the percentage spread $|\Delta_{s,ns,\%}|$ is still below the unity as we have found in the previous section. We can conclude that the bias on the solutions arising when the scenario tree contains arbitrage opportunities is relevant only in the case we allow for unbounded short selling positions. In this case indeed the problem solution with arbitrage trees is unbounded. The motivation to consider the possibility of limited short selling depends on the regulations in effect in the country in which the pension fund operates. If we compare the results between the complete and the incomplete market cases we note that the liability prices are always greater in the latter. This because in this discrete market setting the difference between the complete and the incomplete market case is determined by the branching structure of the scenarios trees. In this experiment we have $8^4 = 4096$ nodes at the final stages in the complete market case and $10^4 = 10000$ nodes in the incomplete market case. This means that in the incomplete market case the asset distributions are composed by more than double mass points at the final stages with a higher dispersion around the mean value, in particular for assets with leptokurtic distribution. The same holds for the obligations scenario tree process $l$. This in turns implies a greater value of the initial capital (the price of the liability) in order to implement a trading strategy which fulfills the constraint on the risk measure (in particular for low values of $\beta$ where the risk control is tighter).
3.4 Conclusion

In this chapter we have considered the problem of pricing a stream of future obligations, linked to the inflation and the mortality risk, of a DB pension fund. We have performed the pricing according to different replication based MSP problems, following the methodology firstly proposed by King [17]. We have firstly solved the replication problems without constraints on the amount that can be invested in short positions. In order to obtain bounded and optimal solutions we are forced to used scenario trees for the asset returns that do not contain arbitrage opportunities. Since in some country, for example in Italy, pension funds are forced to limit or totally prevent the amount invested in short positions, we have solved the same set of problems introducing box constraints on the negative amount that can be invested in each asset. In these cases we can obtain bounded solutions also by using scenario trees with arbitrage opportunities, although at the cost of introducing a solution bias. We define this bias as the difference between the price obtained solving the optimization problem with scenarios with arbitrage opportunities and the price obtained with scenarios without arbitrages. We test this cost both in complete and in incomplete markets. In the complete market case, if the scenario tree does not have arbitrages, we are also able to price the liability using a martingale approach based on the risk neutral measure so that we can compare the price attained with a replication approach, both with and without arbitrages in the risky factors scenarios for the financial assets, with that based on the risk neutral measure. In this case the price is almost the same and the presence of arbitrage does not bias in a significant way the value of the solution. When we construct trees such that the discrete market is incomplete we can not use a perfect replication nor a martingale approach and we are forced to implement different methodologies such as the superhedging, [17] or the risk measure valuations [16]. We obtain clear evidence that in the cases in which the optimiser is forced to not exceed a maximum amount in short positions in each asset, for example a fixed fraction of the portfolio value, the liability value obtained with trees with arbitrage is approximatively equal to that achieved with trees without arbitrage. The results of the arbitrage bias analysis can be used to validate alternative modelling choices (for example the choice of the tree topology and the choice of the scenario generation method) concerning the scenario tree construction with respect the liability pricing problem presented in the thesis.
3.5 Appendix

Figure 3.8: Scenario Trees
The realised trajectory is drawn in black.
Figure 3.9: Return Scenario Trees
Figure 3.10: Return Scenario Trees
Figure 3.11: Mortality Rates Scenario Trees
Figure 3.12: Liabilities Scenario Trees
### Table 3.14: Risk Measure Valuation Problem Solutions - Complete Market Case

<table>
<thead>
<tr>
<th>Problem Type</th>
<th>β</th>
<th>0</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.1</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.18</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{s,f}$</td>
<td>0.32</td>
<td>131.392.560</td>
<td>130.444.209</td>
<td>129.495.859</td>
<td>128.547.508</td>
<td>127.599.157</td>
<td>126.650.807</td>
<td>125.702.456</td>
<td>124.754.105</td>
<td>123.805.755</td>
<td>122.857.404</td>
<td>121.909.053</td>
</tr>
<tr>
<td>$L_{s,b}$</td>
<td>0.32</td>
<td>132.340.911</td>
<td>131.392.560</td>
<td>130.444.209</td>
<td>129.495.859</td>
<td>128.547.508</td>
<td>127.599.157</td>
<td>126.650.807</td>
<td>125.702.456</td>
<td>124.754.105</td>
<td>123.805.755</td>
<td>122.857.404</td>
</tr>
<tr>
<td>$\Delta_{sb%}$</td>
<td>0%</td>
<td>-1.42%</td>
<td>-2.83%</td>
<td>-4.21%</td>
<td>-5.57%</td>
<td>-6.92%</td>
<td>-8.24%</td>
<td>-9.55%</td>
<td>-10.84%</td>
<td>-12.12%</td>
<td>-13.37%</td>
<td>0%</td>
</tr>
<tr>
<td>$L_{s,ls}$</td>
<td>0.32</td>
<td>132.817.240</td>
<td>131.861.095</td>
<td>130.904.950</td>
<td>129.948.805</td>
<td>128.992.660</td>
<td>128.036.515</td>
<td>127.080.360</td>
<td>126.124.205</td>
<td>125.168.050</td>
<td>124.211.895</td>
<td>123.255.740</td>
</tr>
<tr>
<td>$L_{s,f,ls}$</td>
<td>0.32</td>
<td>133.228.500</td>
<td>132.272.255</td>
<td>131.316.011</td>
<td>130.359.766</td>
<td>129.403.521</td>
<td>128.447.276</td>
<td>127.491.031</td>
<td>126.534.786</td>
<td>125.578.541</td>
<td>124.622.296</td>
<td>123.666.051</td>
</tr>
<tr>
<td>$\Delta_{ls%}$</td>
<td>-0.23%</td>
<td>-0.23%</td>
<td>-0.24%</td>
<td>-0.27%</td>
<td>-0.31%</td>
<td>-0.36%</td>
<td>-0.41%</td>
<td>-0.45%</td>
<td>-0.49%</td>
<td>-0.53%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>$L_{s,ns}$</td>
<td>0.32</td>
<td>138.634.478</td>
<td>137.678.333</td>
<td>136.722.189</td>
<td>135.766.045</td>
<td>134.810.900</td>
<td>133.854.755</td>
<td>132.900.610</td>
<td>131.946.465</td>
<td>131.992.320</td>
<td>131.346.175</td>
<td>130.399.030</td>
</tr>
<tr>
<td>$L_{s,f,ns}$</td>
<td>0.32</td>
<td>138.846.696</td>
<td>137.890.552</td>
<td>136.934.408</td>
<td>135.978.263</td>
<td>134.022.118</td>
<td>133.066.973</td>
<td>132.111.828</td>
<td>131.155.683</td>
<td>130.199.538</td>
<td>130.153.393</td>
<td>129.207.248</td>
</tr>
<tr>
<td>$\Delta_{ns}$</td>
<td>-212.219</td>
<td>-211.193</td>
<td>-215.495</td>
<td>-258.149</td>
<td>-301.804</td>
<td>-345.459</td>
<td>-389.114</td>
<td>-432.769</td>
<td>-476.424</td>
<td>-520.079</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{ns%}$</td>
<td>-0.15%</td>
<td>-0.15%</td>
<td>-0.15%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>-0.16%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>
## Table 3.15: Market Valuation Problem Solutions - Incomplete Market Case

<table>
<thead>
<tr>
<th>Problem Type</th>
<th>$\beta$</th>
<th>0.00</th>
<th>0.01</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.1</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.18</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{s,f}$</td>
<td>136.538.582</td>
<td>134.844.168</td>
<td>133.905.698</td>
<td>132.967.172</td>
<td>132.028.798</td>
<td>131.090.261</td>
<td>130.152.017</td>
<td>129.213.612</td>
<td>128.275.422</td>
<td>127.337.322</td>
<td>126.399.343</td>
<td></td>
</tr>
<tr>
<td>$L_{b,f}$</td>
<td>135.782.642</td>
<td>136.725.160</td>
<td>137.667.593</td>
<td>138.609.975</td>
<td>139.552.330</td>
<td>140.494.742</td>
<td>141.436.611</td>
<td>142.378.707</td>
<td>143.321.057</td>
<td>144.263.187</td>
<td>145.205.346</td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td>136.538.582</td>
<td>134.844.168</td>
<td>133.905.698</td>
<td>132.967.172</td>
<td>132.028.798</td>
<td>131.090.261</td>
<td>130.152.017</td>
<td>129.213.612</td>
<td>128.275.422</td>
<td>127.337.322</td>
<td>126.399.343</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{%}$</td>
<td>0.56%</td>
<td>-1.38%</td>
<td>-2.73%</td>
<td>-5.07%</td>
<td>-7.39%</td>
<td>-9.72%</td>
<td>-12.05%</td>
<td>-14.38%</td>
<td>-16.71%</td>
<td>-19.04%</td>
<td>-21.37%</td>
<td></td>
</tr>
<tr>
<td>$L_{s,ls}$</td>
<td>134.742.380</td>
<td>133.803.388</td>
<td>132.864.413</td>
<td>131.925.438</td>
<td>130.986.462</td>
<td>130.047.486</td>
<td>129.108.512</td>
<td>128.169.538</td>
<td>127.230.564</td>
<td>126.291.590</td>
<td>125.352.616</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{%}$</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td>-1.32%</td>
<td></td>
</tr>
<tr>
<td>$L_{s,ns}$</td>
<td>138.406.261</td>
<td>137.467.268</td>
<td>136.528.272</td>
<td>135.589.276</td>
<td>134.650.280</td>
<td>133.711.284</td>
<td>132.772.288</td>
<td>131.833.292</td>
<td>130.894.296</td>
<td>129.955.300</td>
<td>128.016.304</td>
<td></td>
</tr>
<tr>
<td>$L_{s,fs,ns}$</td>
<td>138.684.447</td>
<td>137.745.450</td>
<td>136.806.454</td>
<td>135.867.458</td>
<td>134.928.462</td>
<td>133.989.466</td>
<td>133.050.470</td>
<td>132.111.474</td>
<td>131.172.478</td>
<td>130.233.482</td>
<td>129.294.486</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{%}$</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td>-0.20%</td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 4

Longevity Swap Pricing

4.1 Introduction

Longevity represents an increasingly important risk for defined benefit pension plans and annuity providers, because life expectancy is dramatically increasing in developed countries. In particular, the sponsors of DB pension plans are exposed to the risk that unexpected improvements in the survival rates of pensioners will increase the cost of pension provision. The traditional solution for dealing with unwanted longevity risk in a DB pension plan or an annuity book is to sell the liability via an insurance or reinsurance contract. This is known as a pension buy-out or a group/bulk annuity transfer. A buy-out transaction means that all pension fund liabilities are ceded to an insurer through a bulk annuity. The pension fund is fully discharged of liabilities and market risks. Increased life expectancy and high costs to transfer the full amount of risk make buy-out transactions prohibitively expensive.

To transfer longevity risk to capital markets, Blake and Burrows [2] first advocate the use of longevity bonds, whose coupon payments depend on the proportion of the population surviving to particular ages. The EIB/BNP longevity bond was the first securitisation instrument designed to transfer longevity risk but ultimately was withdrawn. The lack of success in issuing longevity bonds led to new mortality/longevity-linked derivatives where the holder’s payoff is based on a function of the difference between a pre-specified rate and an expected mortality/survival rate for some group of pensioners. Several longevity derivatives, such as q-forwards and longevity swaps, are described in [3, 4, 11, 14].

The longevity-linked securities market has recently experienced an increase in transactions for longevity swaps. A longevity swap is a scheme that makes regular payments based on agreed mortality/survival assumptions to an investment bank or insurer and, in return, the bank or insurer pays out amounts based on the scheme’s actual mortality/survival rates or on a reference mortality/survival index.
The hedge provider is typically the investment bank or re-insurer, that pays variable payments based on the scheme actual survival rates, or on a reference survival index, and receives fixed payments based on agreed survival assumptions, whereas the hedge buyer is the pension fund or annuity provider, that pays fixed and receives variable payments. In this context, the valuation of longevity swaps represents an important research topic for developing capital market solutions for longevity risk. The pricing of such derivatives is complicated because mortality rates are difficult to estimate and are not themselves traded, and hence the derivative must be priced in an incomplete market setting [9, 25].

We proposed an Asset Liability Model to price longevity swap derivatives, i.e. find the contract fixed rate, on a risk measure based replication framework. The proposed methodology firstly estimates the pension fund liability market value solving a particular type of multistage stochastic programming problem as it was presented in the previous chapter of this thesis. Given an asset universe of tradable and liquid securities in which the pension fund invests the contributions and an investment horizon with discrete rebalancing portfolio periods, we look for the least expensive trading strategy to replicate the pension fund net future payments. The present cost of such portfolio, under self-financing conditions, will provide the current liability value. The pay-off structure of the longevity swap is then inserted in the stochastic programming model where the contract variable rates will be given by a discrete stochastic mortality model and the fixed rate of the contract will be set as a variable of the multistage stochastic problem. In this case we seek for the least expensive trading strategy and the maximum fixed contract rate which ensure the minimal improvement in the current liability value. This fixed rate will be the price of the longevity swap. This procedure has been then used to price different aged-related longevity swaps and a MSP problem is solved to find the optimal proportion of these contracts in an the ALM strategy of the pension fund.

4.2 Longevity Market

Life Market is the new market where longevity and mortality risks are transferred between two counterparts by the means of insurance contracts or longevity-linked financial instruments. Demographic and economic changes have caused the longevity risk to be an increasing source of uncertainty for corporations operating in insurances and pension fund businesses. Until ten years ago longevity risk could not be hedged in any capital market and it was transferred only through insurance and reinsurance contracts. The increasing outstanding global liabilities correlated to longevity/mortality variables and the size of the risk involved have put pressure on the risk premiums and on the liquidity needed to cover such insurance transactions.
The first longevity derivative exchange took place in January 2008 between J. P. Morgan and the Lucida U.K. pension fund and it was designed as a q-forward mortality security. Few months later, in July 2008, the first longevity swap was executed: Canada Life transferred the longevity risk exposure over 125,000 annuitants to the investors thought J.P. Morgan which acted as the intermediary and assumed counterpart credit risk. In the following years many new longevity-linked derivative contracts, mostly in the form of q-forward and longevity swap, has been executed.

In the next two sections the most used insurance/reinsurance contracts and longevity-linked derivatives are briefly presented. This will provide a concise overview on the actual longevity risk hedging solutions implemented in the insurance market and in the new Life Market.

### 4.2.1 Insurance Contracts

**Pension Buy-Outs**

Pension Buy-Outs are contracts in which a pension scheme transfers to an insurance company the duty of paying the pensions for a subset of the scheme members. Usually the subset is defined as the pensioners in the scheme at the time in which the contract is stipulated. The pension fund pays a premium to the insurer in return for the risk transferred. This transfers all investment, inflation and longevity risks of the pension fund to the insurer and the pension liabilities are completely removed from its balance sheet. The key factors for insurance companies that go into pricing are the level of yield and return the pension fund can expect, longevity and mortality risks, capacity constraints and hedging against other risks.
Pension buy-outs have come under increasing attention since 2006 when the first contract was signed between Paternoster and Cuthbert Health Family Plan. From 2006 onwards, an increasing number of buyouts contracts have been closed. The value of these contracts also increases: in 2012 General Motors and Prudential agreed a Buy-Outs of $26 billion. In 2010 Mercer launched the Mercer U.S. Pension Buyout Index in order to provide pension plan managers monthly pricing information on buy-outs with insurance companies. As it emerges from the Mercer index the premium involved in such transactions is becoming increasingly high [17, 21] and longevity risks hedgers prefer the less expensive buy-in transactions [6, 8].

**Pension Buy-Ins**

A pension buy-in contract is an insurance policy that a pension fund buys to cover a group of its liabilities. The pension fund holds the policy as an asset and it still keeps the pension obligations. The members remain within the original scheme. This is a remarkable difference from the pension buyout where the assets and liabilities of the entire scheme are transferred to an insurer. Since not all the liability risk is transferred to the insurer, pension buy-ins have less premium but they can lock in attractive annuity rates over time [5]. The freedom in the choice of the subset of liabilities which had to be transferred to the insurance company make the buy-in a more flexible instrument with respect to the buy-out solution. As the buy-out case the first buy-in transaction took place in the UK: in January 2007 Lane Clark and Peacock & Hunting PLC agreed for a £100 million buy-in contract.

### 4.2.2 Longevity-Linked Derivatives

**Longevity Bonds**

The *Longevity Bond* (LB) was the first longevity derivative proposed in the academic literature [2, 3] and it was also the first to be proposed in the industry in 2004. Longevity Bonds are bonds whose payoffs depend on a survivor index which represents the proportion of the initial population surviving to a future time. LB pays regular floating payments that depend on the number of cohort survivors. Every period, as the population cohort dies out, the coupon value decrease. The first LB was the EIB/BNP Paribas bond issued in 2004 [10]. The bond was issued by the European Investment Bank (EIB), with commercial bank BNP Paribas as its structurer and manager, and Partner Re as the longevity risk reinsurer. The notional was £540m, the initial coupon £50m, and the maturity 25 years. The survivor index was based on the realised mortality experience of the population of English and Welsh males aged 65 in 2003. The bond was designed as an annuity bond with floating coupon payments linked to the realised mortality rates of English and Welsh males aged 65 in 2002 and with an initial coupon set at £50m. The coupon amount in pound \( S_t \) received by the pension plan in each year \( t = 1, \ldots, 25 \).
was determined by the following formula: \( S_t = 50 \cdot \prod_{i=1}^{t} (1 - \mu_{64+i,2002+i}) \), where \( \mu_{\alpha,t} \) is the mortality rate at \( t \) of an individual aged \( \alpha \). The longevity risk premium built into the initial price of the EIB bond was set at 20 bp [7]. The EIB longevity bond was withdrawn after one year due to the lack of demand. Blake [5] identifies four main factors concerning the failure of this first LB: design, pricing, institutional and educational. The design issue concerns with the choice of the age (65), which was too specific, and with the fact the only male individuals were considered. The pricing issue was related to the choice of the notional. Since the instrument was the first type of LB, investors were no confident on the relation between the notional and the longevity risk the bond should cover. In particular the notional was perceived as too high, leaving no capital for other risks to be hedged. The institutional factor was that the instrument was not sufficiently liquid given the small size of the EIB longevity bond supplied. Finally, Blake considers the lack of an adequate information service on the characteristic of the new derivative as a further reason of the failure.

**Longevity Notes**
Longevity Notes are longevity-based insurance-linked securities based on the spread between the annualised mortality improvement in English & Welsh males ages 75-85 and the corresponding improvement in U.S. males ages 55-65 upon a period of eight years [5]. The notes were offered by the Kortis Capital, a special purpose vehicle established by Swiss Re in order to hedge its longevity risk, in 2010 and they are listed on the Cayman Islands Stock Exchange. Swiss Re is an insurance company which is involved in longevity swap derivative securities with both UK and U.S. based pension funds and life insurance companies. The longevity notes are so an effective instrument to hedge a share of the longevity exposure of Swiss Re reducing the Solvency II capital requirement [5, 26].

**Mortality Forwards**
A mortality forwards, often referred to as a q-forward, is the simplest instrument for transferring longevity/mortality risk [11]. A q-forward is an agreement between two subjects to exchange at a future date (the maturity of the contract) an amount proportional to the realised mortality rate of a given reference population in return for an amount proportional to a pre-specified fixed rate. More specifically, at maturity \( T \) the fixed mortality rate payer, usually an investment bank, receives \( F \cdot \mu_T \) and pays \( F \cdot \lambda \), where \( F \) is the notional, i.e. a given monetary amount that was decided at the date \( t \) in which the contract had been stipulated, \( \mu_T \) is the realised mortality rate of the reference population and \( \lambda \) is the fixed rate agreed at \( t \). The fixed mortality rate \( \lambda \) at which the transaction takes place is called the forward mortality rate for the population in question. The fixed payer is the longevity risk hedger, typically a pension fund or an annuity provider. The net settlement
amount at maturity for the hedger is $F \cdot (\lambda - \mu_T)$. If $\mu_T < \lambda$ at $T$ the bank has to pay the net settlement to the pension fund and the fund is protected from a decreasing mortality rate. The bank should be rewarded for taking the risk and it usually proposes a fixed rate that is generally lower than the expected mortality rate in order to have a positive cash flow at maturity. The q-forward performs a value hedge rather than a cash flow hedge [5]. A value hedge hedges the value of the hedger’s liabilities at the maturity date of the contract whereas a cash flow hedge hedges the longevity risk in each one of the hedger’s cash flows and net payments are made period by period. An example of a cash flow hedge is the longevity swap.

Figure 4.2: Example of a q-forward Term Sheet

<table>
<thead>
<tr>
<th>Notional amount</th>
<th>GBP 50,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade date</td>
<td>December 31, 2008</td>
</tr>
<tr>
<td>Effective date</td>
<td>December 31, 2008</td>
</tr>
<tr>
<td>Maturity date</td>
<td>December 31, 2018</td>
</tr>
<tr>
<td>Reference year</td>
<td>2017</td>
</tr>
<tr>
<td>Fixed rate</td>
<td>1.2000%</td>
</tr>
<tr>
<td>Fixed amount payer</td>
<td>J.P. Morgan</td>
</tr>
<tr>
<td>Fixed amount</td>
<td>Notional Amount × Fixed Rate × 100</td>
</tr>
<tr>
<td>Reference rate</td>
<td>LifeMetrics graduated initial mortality rate for 65-year-old males in the reference year for England &amp; Wales national population</td>
</tr>
<tr>
<td>Bloomberg ticker</td>
<td>LMQMEW65 Index &lt;GO&gt;</td>
</tr>
<tr>
<td>Floating amount payer</td>
<td>ABC Pension Fund</td>
</tr>
<tr>
<td>Floating amount</td>
<td>Notional Amount × Reference Rate × 100</td>
</tr>
<tr>
<td>Settlement</td>
<td>Net settlement = Fixed amount – Floating amount</td>
</tr>
</tbody>
</table>

Source: Coughlan, Epstein, Sinha, et al. (2007, Table 1).

Longevity Swaps

A longevity swap is a contract that can be either a capital markets derivative or an insurance contract [5, 14, 13]. It is a contract in which the longevity risk hedger (a pension scheme for example) provides regular payments until a terminal date $T$ based on agreed survival assumptions to an investment bank or insurer and, in return, the bank or insurer pays out amounts based on the pension scheme’s actual survival rates of a reference population (bespoke longevity swap) or on the actual survival rates index (indexed longevity swap). The swap offers the pension plan with a long term, customised cash flow hedge of its longevity risk: the higher pension expenditure that the pension fund will face in the case in which the mortality rates of the pensioners will be less than expected will be compensated by the higher payments received from the provider of the longevity swap. At any time $t > 0$ successive to the contract stipulation date $t = 0$ the net settlement amount for the hedger is $F \cdot (\sigma_t - \lambda)$ where $F$ is the notional, $\sigma_t$ is the realised survival rate.
of the reference population at $t$ and $\lambda$ is the fixed rate agreed at $t$. The world’s first publicly announced longevity swap took place in April 2007. It was between Swiss Re and Friends’ Provident, a UK life assurer. It was a pure longevity risk transfer and was not tied to another financial instrument or transaction. The swap was based on Friends’ Provident’s £1.7 billion book of 78,000 of pension annuity contracts written between July 2001 and December 2006. Friends’ Provident retains administration of policies. Swiss Re makes payments and assumes longevity risk in exchange for an undisclosed premium. However, it is important to note that this particular swap was legally constituted as an insurance contract and was not a capital market instrument. The number of stipulated longevity swap contracts is constantly increasing and it seems to be the most used longevity risk protection instrument [26, 1].

Figure 4.3: Example of a bespoke longevity swap structure
Source: Bank for International Settlements

4.3 Pricing Longevity Rate Swaps with MSP

In the previous chapter we have defined the liability pricing problem in the discrete market defined in Section 1.3.1 as the problem to find the minimum initial capital necessary to pay the future net payments almost surely in all the nodes except for the final stage, where we just want a risk measure $\rho_T (X_T) : L_T (\Omega, \mathcal{F}_T, \mathbb{P}) \to \mathbb{R}$ on the final wealth to be negative. We have set the functional for the risk measure as $\rho_{t,T} (X_{t,T}) = \tilde{\beta} \sum_{s=t}^{T} E_{\mathbb{P}} [-X_s] + \left(1 - \tilde{\beta} \right) \sum_{s=t}^{T} E_{\mathbb{P}} [\max (0, -X_s) | \mathcal{F}_t]$, for $\tilde{\beta} \in [0, 1]$. The risk measure quantifies a convex combination between the utility of a greater expected portfolio value and the disutility of expected shortfalls of the terminal portfolio values below the zero (see paragraph 1.3.4). We define with $\phi (l)$ the solution of the ALM-pricing Problem, described in Section 3.2, on the stream of cash flows $l \in \mathcal{M}$, where $\mathcal{M} = \left\{ \{l_t\}_{t=0}^{T} | l_t \in L^0 (\Omega, \mathcal{F}_t, \mathbb{P}) \right\}$ is the space of $(\mathcal{F}_t)_{t=0}^{T}$-
adapted sequence of cash flows.

Consider now the situation in which the pension fund can enter into a swap contract where a fixed premium is delivered against an uncertain rate which depends on one, or more risky factors. Let \( \tilde{l}_t \in \mathcal{M} \) be a sequence \( \{\tilde{l}_t\}_{t=0}^T \) of random payments and let \( \lambda \) be a fixed premium rate, also called the swap rate, related to a given notional process \( f \in \mathcal{M} \). The maximum premium rate \( \lambda \) that allows the pension fund to enter the contract without worsening his risk-return profile is given by:

\[
\lambda_u(l, f, \tilde{l}) = \sup \{ \lambda \in \mathbb{R} \mid \phi(l + \lambda f - \tilde{l}) \leq \phi(l) \}
\]

The lowest swap rate the agent would accept for taking the opposite side of the trade is instead:

\[
\lambda_s(l, f, \tilde{l}) = \inf \{ \lambda \in \mathbb{R} \mid \phi(l - \lambda f + \tilde{l}) \leq \phi(l) \}
\]

The swap rates \( \lambda_s(l, f, \tilde{l}) \) and \( \lambda_u(l, f, \tilde{l}) \) are called indifference swap rates [16]. In the case in which the Pension fund enters in a longevity swap as the fixed rate payer we have \( f = (F, ..., F) \) and \( \tilde{l} = \{F \cdot \sigma_t\}_{t=1}^T \), where \( F \) is the notional of the contract and \( \sigma_t \) is the survival rate of a particular age or of a set of ages. The survival rate at \( t \) is defined just as \( 1 - \mu_t \), where \( \mu_t \) is the mortality rate of a reference population. In \( t = 0 \) the contract pay-off is zero whereas in each node of the successive stages the pay-off of the swap contract is:

\[
F(\sigma_n - \lambda), \text{ for } n \in \mathcal{N}_t, \ t \geq 1.
\] (4.1)

Let’s now suppose that we have chosen a number value for the notional \( F \) and the fixed rate \( \lambda \) of the longevity swap contract and that we have constructed a tree process \( \{\sigma_t\}_{t=0}^T \) describing the uncertain evolution of the survival rate. We can now reformulate the ALM-pricing Problem presented in Section 3.2 by inserting in the cash balance constraint (3.3) the pay-off of the longevity swap contract:

\[
x_{0,n} = (1 + r_f n) \cdot x_{0,a(n)} + \sum_{i=1}^L x_{i,n}^- - \sum_{i=1}^L x_{i,n}^+ - l_n + F(\sigma_n - \lambda), \ n \in \mathcal{N}_t; \ t \geq 1,
\] (4.2)

In order to find the indifference swap rate \( \lambda_u \) we have to find the maximum value of \( \lambda \) such that the solution \( \phi(l + F[\sigma - \lambda]) \) is less than or equal to the solution \( \phi(l) \). Similarly, the indifference swap rate \( \lambda_s \) will be the minimal value of \( \lambda \) such that the solution \( \phi(l + F[-\sigma + \lambda]) \) is less than or equal to the solution \( \phi(l) \). The value of the indifference swap rate will depend on the future stream of payments described by the tree process \( l \), on the survival rate process \( \sigma_t \), on the asset return tree process and also on the probability measure \( \mathbb{P} \). In the next Section we have tested the above pricing methodology on the same case study presented in the third chapter of this thesis.
4.4 Case Study

4.4.1 Pricing

The DB pension fund case study designed in the previous chapter was used to test the indifference swap rates pricing methodology. The swap pricing experiment is performed with the arbitrage free trees with branching structure $10^4$ (incomplete market case) obtained in Section 3.3. We consider three swap contracts that differ just on the age group for which the variable survival rate is computed. The first age group A spans the ages from 66 to 75, the second age group B from 76 to 85 and the last group C from 86 to 100. In order to obtain the three survival rate trees we compute the mean over each node of the survival rate trees of the corresponding age group obtained in the Section 3.3.3. We call the survival rate processes for the three age groups obtained as $\sigma^a, \sigma^b$ and $\sigma^c$. More formally we have:

$$
\sigma^a_n = 1 - \sum_{\alpha=66}^{75} \frac{1}{10} (\mu_{m,\alpha,n} + \mu_{f,\alpha,n}), \quad n \in \mathcal{N}_t, \quad t = 1, ..., T
$$

$$
\sigma^b_n = 1 - \sum_{\alpha=76}^{85} \frac{1}{10} (\mu_{m,\alpha,n} + \mu_{f,\alpha,n}), \quad n \in \mathcal{N}_t, \quad t = 1, ..., T
$$

$$
\sigma^c_n = 1 - \sum_{\alpha=86}^{100} \frac{1}{15} (\mu_{m,\alpha,n} + \mu_{f,\alpha,n}), \quad n \in \mathcal{N}_t, \quad t = 1, ..., T
$$

where $\mu_{m,\alpha,n}$ and $\mu_{f,\alpha,n}$ are the mortality rates for the age $\alpha$ at the node $n$ for male and female individuals respectively. Since we want to investigate the lower and upper bounds of the indifference rates $\lambda_u$ and $\lambda_s$ for different levels of risk, we solve the pricing problem for values of $\bar{\beta}$ equals to $[0, 0.1, 0.2, ..., 0.9, 1]$. We index the three swap contracts with the set $\mathcal{K} = \{a, b, c\}$ and we call as $\lambda^k_{u,\bar{\beta}}$ and $\lambda^k_{s,\bar{\beta}}$ the indifferent swap rates related to the age group $k \in \mathcal{K}$ for a given choice of $\bar{\beta}$.

In order to find $\lambda^k_{u,\bar{\beta}}$ for a given choice of the survival rate tree between $\sigma^a$, $\sigma^b$ and $\sigma^c$ and for all the possible choices of $\bar{\beta}$, we have modified the ALM-pricing Problem as follows:

- Insert the variable $\lambda$.
- Set a value for the contract notional $F$.
- Substitute constraints (3.3) with constraints (4.2).
- Introduce the constraint $X_0 \geq \phi(l)$
- Replace the objective function (3.1) with:

$$
\min_{\lambda, x_n, x^*_n, x_n : \forall n \in \mathcal{N}} \sum_{i=0}^{T} x_{i,0} - d \cdot \lambda \quad (4.3)
$$
We denote as *ALM-pricing Swap Problem* the problem obtained with the above modifications. The parameter $d$ is set equal to $1 \times 10^6$ and it is introduced just to avoid numerical errors which can arise due to the small value of the optimal rate $\lambda_u$. The notional $F$ is set equal to $1 \times 10^8$. The *ALM-pricing Swap Problem* has been performed independently for each longevity swap related to a specific age group by setting $\sigma = \sigma^i$, for a given choice of $i \in \{a, b, c\}$. We call $\lambda_{a,\beta}^u$, $\lambda_{b,\beta}^u$ and $\lambda_{c,\beta}^u$ the indifference swap rates for the three age groups, for a given choice of the risk parameter $\beta$, respectively. The indifference price $\lambda_s$ can be similarly computed by reversing the sign of $\lambda$ in the objective function, and by reversing the signs in the swap payoff part of the cash balance constraints 4.2. We show the obtained fixed longevity swap rates for each age group and for different value of the risk parameter $\beta$ in Tables 4.1 and 4.2 reported in the Appendix. Increasing the risk tolerance parameter $\beta$, the indifference swap rate $\lambda_u$ increases since the optimiser is more willing to accept negative portfolio value at the final stage. Conversely, the indifference swap rate $\lambda_s$ decreases as $\beta$ increases, because in this case the optimiser accepts to receive less (lower risk premium). We have thus obtained a range of prices (fixed rate values) for both the long and the short position in the three contracts for different levels of risk propensity that the pension fund manager is willing to assume. When $\beta$ is set equal to zero we are in a super-hedging approach and we have that $\lambda_u < \lambda_s$. When the risk tolerance parameter increase, the two indifference prices firstly converge to an unique price and then by further increasing the parameter $\beta$ we have the opposite relation: $\lambda_s < \lambda_u$. In this pricing framework we have not considered the counter-party risk and preferences of the investment bank (or insurer): the indifferent swap rates are obtained just by considering the pricing problem from the pension fund manager point of view. This means that the price of the contracts (the fixed rates $\lambda_u$) could not be suitable for the investment bank. However, this pricing methodology could be very useful in the bargaining between the pension fund and the investment bank. If, for example, the investment bank offers a longevity swap contract with a fixed rate higher than the indifferent swap rate obtained by the solution of the *ALM-Swap pricing Algorithm* the pension fund managers will not stipulate the contract. Since the solution of the optimisation problem is dependent from the the risk parameter $\beta$, the pension fund manager has also the opportunity to evaluate the risk involved in the offered contract price. This evaluation will be consistent with both the projection of the active part (asset returns, investment strategy and contributions) and of the passive (pensions) part of the pension fund balance sheet determined by the ALM model implemented by the pension fund manager.
4.4.2 Optimal Swap Contracts Composition

Until now the ALM-Swap pricing Algorithm has been used in order to price the swap contracts related to different age groups. The indifferent prices $\lambda^a_{u,\bar{\beta}}, \lambda^b_{u,\bar{\beta}}, \lambda^c_{u,\bar{\beta}}$ are obtained independently by applying the ALM-Swap pricing Algorithm for each contract. Let’s now assume that the pension fund has an amount $\bar{x}_{0,0}$ of disposable cash at the root node in $t = 0$ and that the pension fund manager looks for the optimal trading strategy which minimises a risk measure on the terminal portfolio value with also the possibility of stipulate a combination of the three swap contracts presented in the previous chapter. The combination of swaps will be determined by the choice of the notional amount $F_k$ for each swap contract with $k \in K$. We also assume that the total amount of notional $\bar{F} = \sum_{k \in K} F_k$ can not exceed a real number $\delta_s$. The problem will be dependent on the choice of the indifference swap rates $\lambda^a_{u,\bar{\beta}}, \lambda^b_{u,\bar{\beta}}, \lambda^c_{u,\bar{\beta}}$ obtained for different values of $\bar{\beta}$. Let $F = [F_a, F_b, F_c]$ be the vector containing the notional invested in each of the three contract, the problem can be formally stated as:

**ALM Problem 2**

$$\min_{x_a, x_b, x_c, F : \forall n \in \mathcal{N}_T} \sum_{n \in \mathcal{N}_T} p_n \cdot \left[ -\beta X_n + (1 - \beta) \cdot (\bar{X} - X_n)^+ \right]$$

s.t.:

$$x_{i,0} = x_{i,0}^+ - x_{i,0}^- \quad \forall i \in \mathcal{I} \setminus \{0\}$$

$$x_{0,0} = \bar{x}_{0,0} + \sum_{i=1}^l x_{i,0}^- - \sum_{i=1}^l x_{i,0}^+$$

$$x_{i,n} = (1 + r_{i,n}) \cdot x_{i,a(n)} + x_{i,n}^+ - x_{i,n}^- \quad \forall i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 1,$$

$$x_{0,n} = (1 + r_{0,n}) \cdot x_{0,a(n)} + \sum_{i=1}^l x_{i,n}^-$$

$$- \sum_{i=1}^l x_{i,n}^+ - l_n + \sum_{k \in K} F_k (\sigma_n^k - \lambda^k_{u,\bar{\beta}}), \quad n \in \mathcal{N}_t, \quad t \geq 1,$$

$$X_n = \sum_{i=0}^l x_{i,n}, \quad n \in \mathcal{N}_t, \quad t \geq 0,$$

$$X_n \geq 0 \quad n \in \mathcal{N}_t, \quad t < T,$$

$$x_{i,n}^+ \geq 0, \quad \forall i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 0,$$

$$x_{i,n}^- \geq 0, \quad \forall i \in \mathcal{I} \setminus \{0\}, \quad n \in \mathcal{N}_t, \quad t \geq 0,$$

$$x_{i,n} \geq 0, \quad i \in \mathcal{I}, \quad n \in \mathcal{N}_t, \quad t \geq 0,$$

$$\sum_{k \in K} F_k \leq \delta_s$$
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The portfolio value target \( \tilde{X} \) can be set according to the final portfolio value that the pension fund manager would like to achieve. This will also depend on the initial disposable cash amount \( \tilde{x}_{0,0} \). In the test that follows we consider the case of an underfunded pension fund: we choose the initial level of capital \( \tilde{x}_{0,0} \) equal to \( 1.2e^8 \), which is less than the liability price we have found solving the ALM-pricing problem for \( \beta = 0 \). The aims of the experiment are to check which composition of the three swap contracts is more suited for enhancing the expected financial position of the pension fund at the last stage given a risk profile quantified by the parameter \( \beta \) and also to check the riskiness of this contracts. The target final portfolio value \( \tilde{X} \) is set equal to zero since the pension scheme is underfunded and we are sure that there will be at least some nodes at the final stage in which the portfolio value will be negative. The experiment procedure can be summarised as follows:

- Fix the initial disposable capital \( \tilde{x}_{0,0} \) equal to \( 1.2e^8 \) and the maximum amount of swap notional \( \delta_s \) equal to \( 1e^8 \).
- Choose a level \( \bar{\beta} \) and the correspondent indifference swap rates \( \lambda^{a}_{u,\bar{\beta}}, \lambda^{b}_{u,\bar{\beta}} \) and \( \lambda^{c}_{u,\bar{\beta}} \).
- Solve the ALM Problem for increasing values of \( \beta \) from zero to one without swap contracts \( (\delta_s = 0) \).
- Solve the ALM Problem for increasing values of \( \beta \) from zero to one with swap contracts \( (\delta_s > 0) \).
- Compare the results.

In Figure 4.5 each subfigure shows the total notional amount for each of the three contracts for different levels of \( \beta \) obtained solving the ALM problem for a given level of \( \lambda^{a}_{u,\bar{\beta}}, \lambda^{b}_{u,\bar{\beta}} \) and \( \lambda^{c}_{u,\bar{\beta}} \). The level of \( \bar{\beta} \) for which the ALM problem is solved is drawn as a title in each subfigure. We can see how the optimal choice of the notional amount for each longevity swap contract is highly sensitive on the choice of the two risk parameters \( \bar{\beta} \) and \( \beta \) used respectively to price the contract and to find the optimal contracts combination. In Figure 4.4 we plot the efficient frontiers (expected wealth at the final stage on the y-axe and expected maximum shortfall at the final stage on the x-axe) for a given level of \( \bar{\beta} \). As we can see the efficient frontiers obtained using indifferent prices \( \lambda^{u,\bar{\beta}} \) with \( \bar{\beta} \leq 0.2 \) lie above the efficient frontier obtained without the possibility to subscribe any swap contracts. When the indifferent prices are instead obtained with larger value of \( \bar{\beta} \) the optimiser do not choose any longevity swap contracts for levels of \( \beta \leq \bar{\beta} \). This because the indifferent prices are computed with high levels of risk tolerance \( \bar{\beta} \) and they are too high to be compatible for a
low risk tolerance $\beta$. This point also emerges by looking at the Figure 4.6 reported in the Appendix. In Figure 4.6 the portfolio value distributions at the final stage for different value of $\beta$, reported as a title of each subfigure, without insert swap contracts in the ALM problem are drawn in the first row. In the second and in the third row the final portfolio value distributions are instead obtained using $[\lambda_{u,0.2}, \lambda_{u,0.2}^b, \lambda_{u,0.2}^c]$ and $[\lambda_{u,0.5}, \lambda_{u,0.5}^b, \lambda_{u,0.5}^c]$ respectively. The final portfolio distributions depicted on the second row are always better that those of the first row. This means that the longevity swap contracts with a fixed rate obtained for $\bar{\beta} = 0.2$ allows for a better portfolio value at the final stage. The final portfolio distributions depicted on the third row are equal to those of the first row for value of $\beta \leq \bar{\beta}$ since no swap contract has been chosen. The last figure instead presents a distribution with a higher dispersion around the mean value. This because the fixed rates obtained for $\bar{\beta} = 0.5$ are such that the cumulative longevity swap pay-off has a positive mean value but it has also have more nodes in which it has a negative value with respect the case of $\bar{\beta} = 0.2$.

4.5 Conclusions

In this chapter we have presented a methodology to price a longevity swap contract from the point of view of a DB pension fund. The proposed methodology has been developed on a risk measure replication approach in a discrete time setting and solved with a numerical optimization approach. The approach needs the design of a statistical model for all the risky factors driving the pension fund asset and liability dynamic. The statistical model is then used to generate a discrete space and time representation of the risky factors dynamic by means of a scenario tree. The actual price of the pension fund liabilities will be then defined as the minimum initial capital in order to construct a self-financing trading strategy which replicates the pensions net expenditure with a certain degree. The degree in which the replication is performed is evaluated on the basis of a risk measure. Once we have obtained the present value of the pension fund liability we can define the swap price (the fixed rate) as the maximum fixed rate that allows the pension fund to enter the contract without worsening the liability present value. The methodology has been tested on an artificial pension fund for which the liability are driven by inflation and mortality risks. We have priced three longevity swaps which differ on the choice of the age groups for which the mortality rates are used to define the variable rates of the contact. We have priced each of these three contracts for different levels of the risk parameter in the risk measure functional. In this way we have obtained a range of prices for each contract which reflects different risk attitudes. In the second part of the chapter we use an optimal portfolio approach to identify the best composition
of these contracts, with the price previously obtained, that allows an underfunded DB pension fund to improve its final portfolio value.
4.6 Appendix

Table 4.1: Indifference prices of the Seller for three different swap contracts for different choice level of the risk parameter $\beta$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\lambda_u^a$</th>
<th>$\lambda_u^b$</th>
<th>$\lambda_u^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9752096</td>
<td>0.9143587</td>
<td>0.7403400</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9756004</td>
<td>0.9157502</td>
<td>0.7459596</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9757551</td>
<td>0.9161140</td>
<td>0.7471159</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9759949</td>
<td>0.9164440</td>
<td>0.7478980</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9763637</td>
<td>0.9168202</td>
<td>0.7485299</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9768335</td>
<td>0.9172702</td>
<td>0.7490954</td>
</tr>
<tr>
<td>0.6</td>
<td>0.9773350</td>
<td>0.9177333</td>
<td>0.7496230</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9778050</td>
<td>0.9181817</td>
<td>0.7500950</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9782387</td>
<td>0.9185920</td>
<td>0.7505084</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9786500</td>
<td>0.9189700</td>
<td>0.7508875</td>
</tr>
<tr>
<td>0.10</td>
<td>0.9790305</td>
<td>0.9193089</td>
<td>0.7512250</td>
</tr>
</tbody>
</table>

Table 4.2: Indifference prices of the Buyer for three different swap contracts for different choice level of the risk parameter $\beta$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\lambda_s^a$</th>
<th>$\lambda_s^b$</th>
<th>$\lambda_s^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9767448</td>
<td>0.9172085</td>
<td>0.7515741</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9765494</td>
<td>0.9167447</td>
<td>0.7497009</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9764721</td>
<td>0.9166234</td>
<td>0.7493155</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9763522</td>
<td>0.9165133</td>
<td>0.7490548</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9761678</td>
<td>0.9163880</td>
<td>0.7488442</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9759329</td>
<td>0.9162342</td>
<td>0.7486557</td>
</tr>
<tr>
<td>0.6</td>
<td>0.9756822</td>
<td>0.91608361</td>
<td>0.7484798</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9754472</td>
<td>0.91593421</td>
<td>0.7483225</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9752303</td>
<td>0.9157974</td>
<td>0.7481847</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9750247</td>
<td>0.9156714</td>
<td>0.7480583</td>
</tr>
<tr>
<td>0.10</td>
<td>0.9748344</td>
<td>0.9155584</td>
<td>0.7479458</td>
</tr>
</tbody>
</table>
Figure 4.4: Efficient Frontiers
Each curve is obtained by plotting the efficient frontiers of the ALM-Problem using the values for the vector $\lambda$ obtained solving the ALM-pricing problem with the value of $\bar{\beta}$ specified in the legend.
Figure 4.5: Optimal Notional Amount

Each stack bar figure shows the allocation in the three swap for different levels of $\beta$ in the ALM-Problem for a given value of the vector $\lambda$ obtained solving the ALM-pricing problem with the value of $\beta$ specified in the subplot title.
Figure 4.6: Terminal Stage Portfolio Value Distribution

Each row shows the terminal portfolio value distribution for different value of $\beta$ for a given value of $\lambda^a_{u, \bar{\beta}}$, $\lambda^b_{u, \bar{\beta}}$ and $\lambda^c_{u, \bar{\beta}}$. In the first row no swap contracts are inserted in the optimization. In the second and in the third row the values of $\lambda^a_{u, \bar{\beta}}$, $\lambda^b_{u, \bar{\beta}}$ and $\lambda^c_{u, \bar{\beta}}$ are obtained with $\bar{\beta} = 0.2$ and $\bar{\beta} = 0.5$ respectively.
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