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Abstract—Robotics presents a unique set of challenges, which change the way that we must approach the debugging of robotic software. Augmented reality (AR) provides many opportunities for enhancing debugging, allowing the developer to see the real world as the robot does, superimposed in situ on the real world view of the human, intuitively displaying the limitations and discontinuities in the robot’s real world view. This paper contributes a systematic analysis of the challenges faced by robotic software engineers, and identifies recurring concepts for AR based visualisation of robotic data. This in turn leads to a conceptual design for an AR enhanced intelligent debugging space. Both an open source reference implementation of the conceptual design and an initial evaluation of the implementation’s efficacy are described. The AR system provides an opportunity to understand the types of errors that are encountered during debugging. The AR system analysis and design provide a reusable conceptual framework for future designers of robotic debugging systems, and guidelines for designing visualisations. In concert with common, standard robotics interfaces provided by Player/Stage, the AR system design supplies a set of common visualisations, so that many data visualisations can be provided to developers with little additional effort.

Index Terms—Augmented reality, visualisation, software development.

1 INTRODUCTION

Researchers typically program robot applications using an ad hoc combination of tools and languages selected from both traditional application development tools and proprietary robotic tools. However, robotic systems present software engineers with unique challenges for which traditional development tools are not designed. The challenges arise from the robot environment, the inherent nature of mobile robots, and the nature of mobile robot tasks.

Mobile robot environments are uncontrolled real world environments where dynamic and real time behaviour are dominant. Unexpected variations and conditions occur leading to behaviour that is rarely repeatable.

Robots are mobile, so the “programming target” autonomously changes position, orientation and sensory relationship with its environment and the programmer; the programmer does not directly control these relationships. Mobile robots contain a large number of devices for input, output and storage, which have little correspondence with human programmers’ familiar senses and effectors. In contrast with the limited devices in desktop PCs mobile robot systems include wide variations in hardware and interfaces.

Mobile robot tasks emphasize geometry and 3D space. Complex data types must be represented, such as high dimensional spaces and paths. Robot tasks are potentially uninterrup-tible, and there is simultaneous and unrelated activity on many inputs and outputs.

These challenges occur in other applications, such as complex embedded systems, but mainstream development tools do not address this complexity well. For example concurrency is often present in robotic and non–robotic applications, but it is not handled well in many debugging environments.

In the past researchers have reacted to these challenges by developing different robotic software engineering tools in each laboratory, sometimes even different tools for different robots. There have been attempts at standardisation; some tools, such as Player/Stage [1] have emerged as de facto standards since they support a large variety of hardware for a growing user community. We believe that standardisation in this form is desirable. Better tools emerge when common concepts are identified, enabling engineers to provide more reusable conceptual designs with reference implementations.

We hypothesise that debugging is a primary programming
process that is impeded by the lack of suitable tools for mobile robot programming. As a solution we propose and evaluate a debugging tool based on Augmented Reality (AR). AR does not use the simulated world often used by programmers of Player or Microsoft Robotics Studio (MSRS) [2]. Instead it uses the real view of the robot’s world, and augments it with additional, virtual, objects that express the robot’s view of the world.

A common thread of the challenges we have mentioned is that the robot’s interaction with the environment makes robot programming, and in particular debugging, different and challenging. As a result of the complexity of this interaction, the programmer is challenged to understand what data the robot is receiving and how the robot is interpreting that data, in other words it is the programmer’s lack of understanding of the robot’s world view that makes robotic software difficult to debug.

A simulation is not always accurate in expressing interaction with the real world. AR has the potential to provide an ideal presentation of the robot’s world view; it can display robot data in a view of the real environment. By viewing the data in context with the real world the developer is able to compare the robot’s world view with the ground truth of the real world image. The developer need not know the exact state of the world at all times, because the comparison is directly observable. This makes clear not only the robot’s world view but also the discrepancies between the robot view and reality.

This paper:

- Expresses key design questions for future developers of robotic AR debugging systems,
- Identifies recurring concepts for AR visualisation of robotic data, and
- Presents a conceptual design for AR debugging systems which has a general purpose structure that may be applied to other robotic software engineering libraries.

The AR debugging system allows the developer to view a robot’s data and meta data in context with the real world operating environment, providing a natural qualitative comparison to ground truth. A reference implementation is presented as a plugin for Player, and also is capable of deployment in other systems.

The work reuses Player’s definition of robot data types, providing a standard interface to robotic data, along with default visualisations of a full set of robotic data types. We expect these data models to be easily transferable to other mobile robotic programming systems since they capture the natural data types required in any mobile robotic system (and many other robotic systems).

Future work should explore visualisation of other aspects of robotic software. AR visualisation also fills an important role as a bridge between simulation and real world testing.

Section 2 discusses related work. Section 3 examines the requirements of an AR system for robot developers. Section 4 presents our reusable, conceptual design for an intelligent debugging space (IDS). Section 5 summarizes a reference implementation of the IDS. Section 6 discusses our evaluation and user study. Section 7 discusses the IDS and results.

2 RELATED WORK

There is a range of potential programming tools for robot developers. Most of these tools are focused on providing the user with a view of the current robot data. For example, most of the robot frameworks such as ORCA [3], CARMEN [4], ROS [5] and RT middleware [6] provide their own data viewers. MSRS [2] provides a tool for robotic developers, including an integrated development environment and visualisations of robot data in a simulated view. None of these frameworks include any systematic process for designing their debugging tools, or any analysis of their performance. Kooijmans et al [7] present a multimodal interaction debugger, for assisting robot developers in human–robot interaction (HRI). Kramer and Scheutz survey robot programming environments [8].

Player is a network oriented device server that provides developers with hardware abstraction and distributed access for a wide range of robot hardware [9], [10], [1]. In Player a device represents the binding of a hardware driver, such as the Pioneer driver, to a specific Player interface, such as the sonar interface. Each driver can provide multiple devices, for example the Pioneer robot driver provides both sonar and position devices. Clients initiate communications by connecting to a server and then requesting a subscription to a specific device.

Player enables our visualisations to connect in parallel with the target client application. Clients need not be modified when we use the visualisations, and additionally the visualisation system can be run even when clients are not active.

Existing visualisation tools present data in isolation from the environment, for example Player’s [1] built in playerv tool visualises laser scan data, as shown in Fig. 1. Isolated visualisations are easy to implement but have key limitations; it can be difficult to understand the relationship between the isolated dataset and the real world values, qualitative errors such as inverted axes or offsets in the data are easily missed and errors identified in the data can be difficult to match to an environmental cause.

A slightly more advanced approach is to add a static model of the world to the visualisation, for example a map of the building, to provide an environmental reference. This approach works well for some types of errors but it is generally not feasible to model every object in the environment, particularly where there are dynamic objects, such as human users. This approach can also have a confounding effect if the static map is in error. If the map errors cause the developer to make erroneous assumptions, the resulting programming mistakes may not be visible in the visualisation. Additionally, if the same flawed assumptions are made for both the static model and the application that uses the model as a reference for visualisation, the flaws may be disguised. AR has the potential
to avoid these difficulties since it can show real robot data in context with the real world. Systems that use a pre built map include the GSV tool [11], the AMCL debug window from player [1], Playerv3D from the eXperimental robotics framework [12] and CARMEN’s navigation GUI [4].

AR has also been used for a range of end user interfaces to robotic systems. Several of these systems use AR purely to help present a complex set of data more intuitively to the user. Freund et al [13] use AR to more simply display complex 3D state information about autonomous systems. Daily et al [14] use AR to present information from a swarm robotics network for search and rescue. KUKA has begun to investigate the use of AR to visualise data during training [15]. Amstutz and Fagg [16] describe an implementation for representing the combined data of a large number of sensors on multiple mobile platforms (potentially robots), using AR and VR to display the information.

Other systems use AR to provide feedback to the user of the operations the robot is undertaking or going to undertake. Milgram et al used AR in creating a virtual measuring tape and a virtual tether to assist inserting a peg in a hole [17], [18]. Raghavan et al [19] describe an interactive tool for augmenting the real scene during mechanical assembly. Pettersen et al [20] present a method to improve the teaching of way points to a painting robot, using AR to show the simulated painting process implied by the taught way points. Brujic-Okretic et al [21] describe an AR system that integrates graphical and sensory information for remotely controlling a vehicle.

While the use of AR is informative for this work, both as a intuitive display of data for users in a monitoring situation, and for feedback in a control situation, none of the above systems consider the use of AR as a debugging tool for systems under development. More recent work by Stilman et al [22], Chestnutt et al [23] and Kobayashi et al [24] used an advanced motion capture system to provide debugging for the development of humanoid robotic applications with the HRP2. This work with HRP2 lacks a systematic analysis of the needs for a development system and the recurring concepts for software design of AR systems, and is highly tailored to the specific development environment. It provides evidence of the need for more advanced development tools, while also reinforcing the authors’ belief in the importance of designing a reusable debugging tool for the general problem of mobile robot development.

3 A Conceptual Augmented Reality (AR) System for Robot Developers

Debugging is essentially a process of elimination and by understanding the type of error occurring developers can quickly eliminate large sets of potential bug sources, substantially reducing debugging time. If a developer makes an incorrect assumption about the source of the bug, then a disproportionate effort is needed before all the potential assumed sources of the bug can be eliminated, and the developer can finally realise the initial assumption is incorrect.

A number of questions must be considered when capturing recurring concepts that may be useful in designing an AR visualisations for developers across different frameworks. What, how and where should data be displayed? How should data be represented?

3.1 What data should be displayed?

The most important program information to display is about the variables that are used for decisions or as control inputs. The data in these variables is often very compact as any filtering and fusion between various inputs has already been carried out before control decisions are made. Visualisations of these data are also more concise. Once a failure is detected an understanding of the decision data lets the developer determine the nature of the error; bad input data, bad decision logic or a platform failure.

Robot development is, or should be, undertaken in two stages, library development and application development, and different visualisations are required in each case. Some applications use existing libraries (so the first stage has been provided by other developers), and unfortunately too often large applications are built without separating out modular libraries for reuse.

The library developer must focus on the low level details of the library function that is under development. The details of the internal working of one or more code fragments need to be displayed, while details for ‘out of focus’ components should be limited. The focus may change rapidly so the visualisation must be flexible enough to change the amount of detail displayed about each component. In particular it must be straightforward both to display varying levels of detail about connected components and also to change focus to a related or connected component.

The application programmer need only see the interface to the library components; the main focus is on the connections between library components and the high level program logic.
The developer focuses on the standard interfaces of components and does not often need to see the visualisations of the internal component elements.

Robot data, especially at the component interface level, can be characterised in a number of different ways. It is important to focus on distinctions that alter the way the data is viewed, identifying common, underlying data types in order to promote generalisation and therefore reuse of data visualisation techniques.

Player represents a significant user community in robotics research with a significant breadth of devices and components, and so is a good initial source of established common data types. Table 1 contains a list of the data types used in Player version 2.1 (extracted from an inspection of the source code). Each has three properties, a data type, whether the data is spatial and whether it is inherently a sequence. The data type is (S)calar, (V)ector, (G)eometric or (A)bstract.

Geometric types and scalar measurements from transducers have an intrinsic visual representation. All geometric types are able to be rendered directly into the environment. Spatial scalar and vector data can be rendered relative to a known reference frame. For acceleration and velocity this is the robot frame of reference. Scalar quantities such as a measured range can be rendered relative to the transducer origin and along the axis of measurement, for example a range measurement from an ultrasonic sensor.

Non spatial data must be modelled spatially before it can be rendered. Sometimes this is straightforward, for example using coloured bars to indicate battery level. More abstract data such as bit fields or binary data may need to be rendered at a higher level of abstraction. For example the bumpers on a robot may be represented as a bit field in code but are more intuitively understood if they are rendered as a 3D model with the active bits in the field defining some property of the bumper object such as the model’s colour. Another alternative for non spatial data is to use a textual representation.

The rendering of spatial and temporal sequences offers some potential for simplification of visualisation, for example rendering the outline of a sequence of range readings from a laser scanner. However in many cases outlines are not useful; for example, an outline may not be a useful representation of a temporal sequence of range values.

In general stochastic properties such as uncertainty or probability add extra dimensions to the data. In some cases, such as a point location, uncertainty can be easily rendered by expanding the object to an extra dimension and representing it as an ellipse or polygon. Where objects are already three dimensional these data must be represented using another property such as colour or transparency.

To summarise, data can be either spatial or abstract and can be sequential or stochastic.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Spatial</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Orientation</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Pose</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Axis of Motion</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Centroid</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Bounding Box</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Radius of Curvature</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field of View</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Polygon</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Line</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Coordinate System Transforms</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Vector</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Latitude/Longitude</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Altitude</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Grid Map</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Vector Map</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Waypoints</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Point Cloud</td>
<td>G</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Range Array</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Pan/Tilt</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Velocity/Speed</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Acceleration</td>
<td>V</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voltage</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waveform</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amplitude</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duty Cycle</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charge (Joules)</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power (Watts)</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncertainty in Measurement</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetic Field Orientation</td>
<td>V</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light Level</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tone Sequence</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Encoded Waveform</td>
<td>A</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colour</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifier</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrast</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bit Fields</td>
<td>A</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Capacity</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage Measures</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Button Data</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resource Locator</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>A</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Network Information</td>
<td>A</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Binary Data</td>
<td>A</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Image Bit Depth</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image Width/Height</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image Data</td>
<td>S</td>
<td>⋆</td>
<td></td>
</tr>
<tr>
<td>Covariance</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighting</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metadata</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capabilities</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Default Values</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indices</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arbitrary Properties</td>
<td>A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1

Data types used in Player interfaces (from an examination of the source code for Player version 2.1). Each has three properties, a data type, whether the data is spatial and whether it is inherently a sequence. The data type is (S)calar, (V)ector, (G)eometric or (A)bstract.
3.2 How should the data be represented?

The visualisation of robot programs can be seen as a combination of standardised visualisations that are included as part of the visualisation tool, or as plug-in modules, and custom visualisations created by the developer.

Unfortunately standardised visualisations cannot be provided to developers for all possible data sets. Applications will have custom data structures and interfaces and may have unique combinations of interfaces that can be effectively visualised as one. Standardised visualisations are similar to the standard views available in modern graphical debuggers such as DDD [25] and Eclipse [26]. They are based on the semantics of the standard data types provided in many languages and libraries (such as lists). Fig. 2 shows a screenshot of the Eclipse debugger [26], presenting the structure of the player laser proxy data. Fig. 3 shows a screenshot of the DDD debugger’s graphical visualisation for laser data [25]. Most current Integrated Development Environments (IDEs) take the approach of displaying “text plus.” The fundamental data is displayed as text, but it is augmented by simple tree structures and colour, like those shown in Fig. 2 and 3.

Custom visualisations are like the manual debugging output created when a programmer instruments code with log statements; the developer can display concisely summarised information about execution in a particular piece of code, based on the semantic interpretation they are giving the data. They know which items of data are most salient. Custom visualisations are most powerful if supporting classes and methods, or other language constructs, are available to aid the programmer in creating the renderings, including building blocks for rendering.

In order for standardised visualisations to be useful the program being visualised must have a known structure and/or known data types. If we require the input and output of the program to conform to standard interfaces then it becomes possible to implement standard visualisations of these. This requirement for standard interfaces is important in software engineering and so is not difficult to meet when projects such as Player provide potential interface standards, including interfaces to devices with standardized device interfaces.

The internal data of the program is more difficult to visualise as it does not generally conform to a predefined structure. However at a finer level of granularity individual components of the internal data, such as geometric datatypes, can be viewed by standard visualisations. However this method may not scale up to complex systems. The best visualisation for complex internal data may not be the combined visualisations of all its components. For example in an imaging system that tracks colour blobs it may not be useful to display the location of every possible match within an image. Instead a selection of the most likely matches could be more useful. However the criteria that determine what is visualised will depend on the application. Perhaps the single most likely match is all that is needed, or the top 10 matches, or all the possible matches above a certain size, or there may be other criteria.

3.3 Where should the data be displayed?

Where the data is displayed in the developer’s view has an important influence on how easy the data is to understand. Particularly when multiple data sets, potentially from multiple robots, are displayed together. The best location for rendering data depends on a combination of the type and source of data that is to be rendered, the needs of the user and the control interface that is available.

It is proposed that in general if a geometric rendering is available then data should be placed at its matching real world location. The user should be given some control over this process with the ability to alter the rendering location in order to provide a clearer view of the full scene. For example, a range measurement may be represented as a line segment from the source to the measured point.

Data without a direct spatial metaphor should be rendered at a location that is related to the robot while taking into consideration the level of clutter in that screen area, again the user should have the ability to change this selection. For example, the battery level may be shown on a part of the robot.

The location of data rendering should be handled much like the position of windows in modern window managers. The initial location is negotiated between the application and the window manager, and this can later be modified by user interactions such as dragging or hiding.

3.4 How should the data be viewed?

There are a number of hardware possibilities:

- The data may be viewed by an augmented, head mounted video display, by an optical see through head mounted display, by a projector or by a large display screen in the robot debugging space;
- The display may be a single view, or a stereo view that provides 3D information, and there may be multiple camera views;
The developer’s view may correspond to a static third person view, or a moving first person camera. These methods have not been evaluated for robot developers, and it is not obvious which will be the most useful. Relevant factors include: the nature of the robot application being developed, whether the installation is permanent or temporary, whether more than one developer is involved, and the cost of the installation. Therefore AR software must be flexible enough to support a wide range of AR configurations.

4 INTELLIGENT DEBUGGING SPACE (IDS)

A reference implementation of the design concepts has been created as our IDS. It is a permanent installation of a fixed viewpoint video see-through configuration that provides an augmented view of the robot development space, shown in Fig. 4. One end of our laboratory is monitored by a Prosilica High Resolution (1360x1024) firewire camera which looks down on the robot space from the corner of the ceiling. A large 50” Samsung plasma screen displays the camera image (a third person view), augmented by virtual objects that are visualisations of robot data added to the image. The developer works at the station in one corner of the space, and turns to the large screen as needed, to see the AR view.

The IDS is designed for automatic visualisation of the standard data components of the robot application. To achieve this it must be able to track the presence of robots in the development space and determine their capabilities. Once their capabilities are determined a suitable set of visualisations may be displayed for the user.

Both the physical and operational presence of a robot are important. Physical presence is about whether the robot (or its data) are visible in the AR field of view and whether the robot can be tracked. The operational component determines if data can be extracted from the robot, for example a Player robot is operational if the Player server is reachable on the network.

Summarising the details of our IDS (given in [27], [28], [29], [30]):

- The physical presence of multiple robots is tracked using fiducials from ARToolKitPlus mounted on each robot [31]. Fiducial tracking is often used in AR applications [32];
- Player enables:
  - tracking the operational presence of multiple robots;
  - connecting directly to the robot without an intervening user application and providing a set of standard visualisations;
- A configuration manager and static configuration file enable:
  - determining the functionality and configuration of the tracked robots;
  - coarse grained control over what visualisations are present and some basic configuration of the presentation of the data sets (such as colours);
- The AR view is displayed on the plasma screen by the ARDev library which uses the robot tracking to geometrically locate the visualisations in the camera view and add them to the camera image.

To enable the developer to enhance the AR view with additional custom visualisations the IDS also provides a whiteboard style interface where the developer can add basic 2D and 3D elements. This provides high levels of flexibility to the developer but also requires significant developer effort in specifying the visualisation.

The custom renderings are used to augment the standard set, adding or highlighting key features from the developer's...
program that are relevant to the behaviour being debugged, in particular key decision or control variables can be displayed.

5 Software Implementation

Our ARDev library has been implemented as a highly modular general purpose AR system (detailed in [27], [28], [29], [30] and downloadable as an open source package from Sourceforge\(^1\)). ARDev can operate as a plugin for Player. These modules represent the recurring concept of an output object, an abstract software object with capture, camera, preprocessing and rendering, which makes them highly reusable. Each output object contains a capture object for grabbing the real world frame and a camera object for returning the intrinsic and extrinsic camera parameters. The capture object could also be null for optical see through AR, or for a purely virtual environment (since no capturing is required). The output object maintains three component lists: postprocessing objects, which are provided with the AR frame after rendering, preprocessing objects, used for image based position tracking; and finally a list of render item pairs. Each Render Pair consists of a render object that performs the actual rendering of a virtual element and a chain of position objects that define where it should be rendered. Fig. 5 shows the software structure.

The output object provides the core of the toolkit, including the main thread for implementing the rendering loop, which consists of 8 stages:

1) Capture: the background image, orientation and position of the camera;
2) Pre-processing: e.g. blob tracking for robot registration;
3) Render — Transformation: the position of the render object is extracted from its associated list of position objects, and appropriate view transforms are applied;
4) Render — Base: invisible models of any known 3D objects are rendered into the depth buffer. This allows for tracked objects such as the robot to obstruct the view of the virtual data behind them. The colour buffers are not touched as the visual representation of the objects was captured by the camera;
5) Render — Solid: the solid virtual elements are drawn;
6) Render — Transparent: transparent render objects are now drawn while writing to the depth buffer is disabled;
7) Ray trace: to aid in stereo convergence calculation, the distance to the virtual element in the center of the view is estimated using ray tracing. This is of particular relevance to stereo AR systems with control of convergence, and stereo optical see through systems;
8) Post-processing: once the frame is rendered any post processing or secondary output modules are called. This allows the completed frame to be read out of the frame buffer and, for example, encoded to a movie stream.

Many of the requirements of the IDS are simplified by using Player to encapsulate the robot platform. Player provides a set of standard interfaces and allows the IDS to access robot data independently from other robot applications. By implementing a library of common visualisations for Player interfaces we are able to present a useful set of visualisations for any developer, vastly reducing the requirement for custom rendering; some examples are shown in Fig. 6. The implemented interfaces contain Player data types from Table 1 including: Position, Orientation, Pose, Axis of Motion, Centroid, Range Array, Field of View, Vector Map, Grid Map, Pan/Tilt, Uncertainty in Measurement, Bit Fields (Bumper) and Covariance. ARDev also provides a whiteboard plugin architecture for custom visualisations.

Also provided is a graphical configuration manager.

6 Evaluation

Metrics for evaluation of HRI systems are still an open issue. The difficulties are magnified by large variations in the performance of different programmers [33]. A large user base of robotic software engineers would be needed to perform valid quantitative comparisons. To design a suitable evaluation, we consider techniques for usability and software visualisation evaluation as well as HRI metrics.

Nielsen presents issues of usability [34] and Ziegler [35] gives a concise summary of the techniques available. The usability assessment techniques used in the current work are observation, questionnaires and interviews. The interactive technique is AR, and has the potential to include multi-modal interaction by voice and gestures.

Hundhausen [36] presents techniques for studying the effectiveness of software visualisations. Those relevant to the current work include observational studies leading to more controlled experiments, using questionnaires and surveys (as primary or secondary evidence), ethnographic field techniques, and usability tests.

Steinfeld et al provide an analysis of the metrics that are suitable for HRI evaluation [37]. The most relevant metrics for the current work are the system performance metrics. Key performance indicators for a debugging system include quantitative measures such as effectiveness and efficiency as well as more subjective measures such as situational awareness, workload and the accuracy of mental models.

Where the current work differs from the systems considered by the above authors is in the goal of the interaction. Where most evaluations focus on the robot’s mission, the goal of a debugging system is to identify an issue in the system under test itself. For a developer debugging their own software there are issues about devising realistic debugging scenarios to challenge the assumptions made in software design, even though the developer may be unaware of some tacit assumptions. For a developer debugging others’ software, there is a need to devise debugging scenarios that explore and discover the implicit assumptions made by the original developer.

In the software engineering domain Ellis et al [38] use a set of simple performance metric based user trials to evaluate
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Fig. 5. ARDev Software Architecture

Fig. 6. AR system visualisations for laser data, our own Shuriken robot, a Pioneer, and a B21r, including Player’s AMCL localisation.
the effectiveness of a specific design pattern. A similar user study could be used to produce quantitative results for the effectiveness of the system described in this paper. However for novel interfaces there are two potential limitations to this approach, the first is that in order to identify specific enough cases to perform a user trial one must carry out some form of initial observational trial. Secondly by focusing too narrowly in a quantitative trial important aspects of a novel interface could be missed.

Therefore our evaluation of the developed system is proposed in three stages.

1) The first is an informal participant study, which we have conducted and is presented below.
2) The intention is to follow this study with a longer observational, ethnographic study as part of a real world robot development team. We expect this to involve something on order of a month long study of the implementation of a larger system, ideally with a robotics company. With these two broader studies we expect to expose: a) specific potential benefits of the AR system for developers, and b) a small set of metrics appropriate for a quantitative study.
3) The results of these two trials can then be used to design a narrower set of targeted user trials with a larger number of participants that can be used to produce a quantitative comparison of ARDev with other potential debugging systems. By narrowing the scope of the evaluation to the most critical issues that arise, and using a large number of participants, we expect to obtain significant quantitative results. At present we expect that this final trial will examine three conditions: debugging without visualisations, debugging with visualisation aids, and debugging with our AR visualisation method. Metrics will be drawn from published metrics listed above, for evaluating software visualisations, software developers' experiences, and HRI.

A full version of the initial evaluation results is available in [30]. The initial study has focused our attention for the ethnographic study, on exploring the five benefits extracted in Section 7.1:

1) Standard visualisations are useful
2) Data validity and prevention of false conclusions
3) Same visualisations for simulated and real robots and environments
4) Immediate confirmation of hardware performance limitations
5) Monitoring role

as well as exploration of how custom visualisations can be made more useful.

6.1 Methodology

The purpose of the initial studies was to examine the use of ARDev in case studies that are standard robot development tasks, in particular to explore whether the AR system was able to aid the developer’s understanding of the robot’s world view and direct the developer towards the source of bugs in the robot application under test.

We divided the study in to two parts. Initially the ARDev developer (THJC), carried out an exploratory pilot trial of three case studies in order to correct any bugs found in the tool, and to verify the study design. Following this verification, the first two case studies were presented to five independent participants, who were selected from the small pool of robot programmers that were available. All had a small amount of experience using the Player robotics framework, and ranged in general programming experience from university level programming only to 3 years of programming experience in a commercial environment. While all of the participants were aware of the AR system before the trial none had previously used it for robot programming tasks.

The first part is a pilot version of a participant–observer ethnographic study, while the second is like a pure observer ethnographic study. By exploring both we have further insight in to how best to design the next, larger, ethnographic study as discussed above.

6.2 Case Study Design

Three tasks were chosen to span a range of the standard tasks and styles of program that a robot developer is likely to use: follower, block finder and block picker, which include sensing, object detection, navigation and manipulation.

6.3 Test Setup

All three tasks were developed with the popular Pioneer 3DX from MobileRobots [39]. Each robot is equipped with:

- Via EPIA-TC 600MHz ITX computer, running Player on Ubuntu Linux, with wireless networking;
- 5DOF Arm, plus gripper, from MobileRobots;
- URG Laser Scanner from Hokuyo [40];
- Logitech 640x480 webcam.

The developer workstation was a Pentium D computer with dual 19" LCD displays.

6.4 Case Study Tasks

6.4.1 Follower

The follower task represents a very simple reactive control loop. The robot uses the laser scanner to detect and approach the closest obstacle, stopping a safe distance from the object.

6.4.2 Block finder

The block finder is representative of search tasks, and is a task primarily concerned with a 2D representation of the world. In this task the robot searches through the environment for a specific object. The laser was used to identify targets.
This task can be implemented as a state machine with a simple loop over a switch statement in C/C++. To better imitate the normal robot development cycle the application was initially simulated using Stage. Two cylinders of differing diameters were used as the targets. In the pilot study THJC also explored a variation of this task using the camera to identify objects.

6.4.3 Pick Up the Block

This additional task involves manipulation of objects using the 5 DOF arm on the robot. While the design of the task is a simple linear sequence of actions, the 3D nature and the non-intuitive geometry of the arm have the potential to create difficulties for the developer.

A block is manually placed within reach of the arm in front of the robot. The laser scanner identifies the location of the block. The arm then picks up the block under open loop control and drops it at a predefined location on the robot.

6.5 Initial Pilot Results

The pilot results have limitations since THJC is the ARDev developer. However, there are some interesting errors made by the developer that illustrate ARDev and some reflections that are worth reporting.

6.5.1 Follower

For this task the standard Player laser visualisation was displayed along with a custom visualisation presenting the calculated direction of the closest object as an overlaid white beam. During development, the robot initially turned on the spot continually. An examination of the AR output immediately showed that the robot was miscalculating the orientation of the closest object. This fault was tracked down to a bug in the Player client library where the minimum and maximum angles of the laser scan were inverted. The developer was able to see that the values were correct in magnitude but it was more difficult to identify in passing that they were in the wrong orientation or quadrant.

6.5.2 Block Finder

The identification of potential targets in the laser scan was achieved through segmentation of the laser scan at points of discontinuity. The graphics2d interface was used by the developer to visualise the potential targets in simulation, this is shown in Figure 7. The alternating red and green lines show the segments and the cyan diamonds represent the discontinuities that are possible targets.

The visualisation in the simulator highlighted a key limitation of the Stage laser model. The laser model ray traces a subset of the scans in the environment and then interpolates these to get the full requested resolution. This has the effect of dividing any large discontinuities in the laser scan into a sequence of smaller discontinuities producing a number of false targets as shown in Figure 7. This is difficult to correct for, but there are two temporary solutions, changing the interpolation model or increasing the actual scan resolution. The first approach was used to enable the successful completion of the simulation. The visualisation created with the graphics2d interface was very effective in identifying this limitation of the Stage model and hence reducing the time needed to fix the issue.

Once the application was functioning in simulation it was tested on the real Pioneer. During testing the standard laser visualisation was used alongside the custom graphics2d visualisation that was developed during simulation.

The subject’s reflections include:

- The AR system loses tracking when the robot arm obscures the fiducial on the back of the robot;
- On one occasion the developer noted that the robot appeared deadlocked while orienting its direction to the marker. No obvious reason was apparent, it was correctly pointing in the direction of the marker, possibly it had a very small turn rate and was waiting forever until it reached an angle close enough to the target direction. The error was likely to not be repeatable so the developer increased the gain of the turn rate controller to avoid further such incidents;
- The robot failed to identify the block correctly, possibly it was misaligned with the block. The developer modified the robot’s behaviour to continue to align itself with the block as it approached, as opposed to the straight line approach used initially;
- The previous change to the approach mode failed, the developer needed to reduce the gain for turning during approach.

Three subsequent trials completed successfully. In general the results of this task are positive but are limited in scope because of the success of the simulator in catching bugs initially. There are still some important points to make.

The visualisations used for this trial were either standard visualisations which were part of the toolkit, or unmodified custom visualisations used with the simulator. So there was
no overhead for the developer in using the AR system.

Visualisations helped to rule out possible causes of bugs. One limitation was the tracking of the robot’s position by a single camera. It was easy for the AR system to lose track of the marker when either it was obscured by the Pioneer arm, or when the robot was too far away for the marker to be decoded. This could be solved a number of ways, for example using alternative trackers or multiple cameras.

During the trial, the AR display exposed some bugs in the ARdev system, which were also corrected.

6.5.3 Pick Up the Block

AR visualisations helped develop software for the task, however the arm was not accurate enough to carry out the task reliably.

Prior to undertaking the trial the standard visualisations for the arm were written. This consisted of a visualisation for the Player end effector (limb) and joint control (actarray) interfaces. While writing the actarray visualisation the developer found that the geometry being reported by the links in the array was in some cases incorrect. The axis of rotation was reported with the wrong sign in about half the cases. This is another case where qualitatively the data appeared correct, but had the wrong sign.

Another issue found during the creation of the visualisation was that the developer was incorrectly assuming the limb coordinates were in the arm coordinate space when in fact they were being reported in robot coordinate space. This was immediately obvious from the AR visualisation, but would have required manual measurement to determine from the raw data. The Player documentation was amended to be more explicit about the coordinate system origin.

6.6 Participant Case Study Results

The participants all undertook the follower and block finder tasks as described above. While no formal performance metrics were recorded all the participants completed the tasks in two to three hours, although a number of interruptions and some difficulties with the wireless connection on the robots made more accurate timing information meaningless.

The participants were instructed to take notes of bugs and critical events they found while carrying out these tasks in a similar fashion to the initial case study. All participants needed to be reminded regularly to continue taking these notes, and so it is suspected that many issues will not have been commented on. Additionally a short interview was held with each participant at the conclusions of their tasks.

The participants were initially given some template code that set up the connections to the robots and gave an example of rendering a cross at a fixed location in front of the robot. They were also given a make file that would build their example tasks. This support structure allowed the participants to focus purely on implementing the designated tasks rather than spending time on setting up the build environment.

6.6.1 General Participant Notes

This section presents a summary of the notes from the tasks and interview for the participants, collected together based on common themes in the results.

Usefulness, understandability and interpretation of data

Positive comments:
- Graphical rendering allowed faster comprehension of the AR data in realtime (rather than examining execution logs at the completion of a test run).
- AR renderings would be useful when transitioning from a simulation environment.
- AR helps the user to understand the base robot platform and the abilities of the laser scanner on different surfaces.
- AR helped confirm that objects were detected by sensors.
- Stopping the robot made debugging of sensor processing code simpler (this requires further study).
- The graphical of data is an improvement on reading text numbers from a stream of data on screen, which is error prone.
- The standard renderings provided by the IDS were valuable, and if no custom visualisations were used, the overhead of using ARDev was close to zero.
- The AR system allows users to interact while viewing the graphical output which allowed for more of the system to be tested with a stationary robot.

Lack of quantitative information:
- Several participants commented that AR was unable to tell them quantitative information such as the scale and size of objects, orientation of axes, direction of rotation.
- A protractor and ruler tool in the AR environment would be useful

Coordinate frames

- Most participants had a small amount of confusion with about the different coordinate frames in use, for example the laser scanner coordinate frame relationship to the robot frame. To use the available frames correctly, a 3D approach is needed, because of a vertical offset.
- Participants tended to use the 2D graphics for rendering data, rather than 3D which was available; this may change when the current 3D simulator in Player becomes more popular.

Custom versus default visualisations

Positive comments:
- One participant had difficulty with the second task until they remembered to use the custom rendering functions, which immediately highlighted some errors.

Negative comments:
- Some comments reflected the extra effort needed to create custom visualisations, and questioned whether the effort was worth it. In particular the graphics interfaces require subscription to the IDS, setting of colours, creating a list of points and finally rendering the points. This could be
simplified by extending the interface to support more operations such as drawing symbols, eg crosses and arrows.

- The lack of text support was considered a problem (that could be fixed reasonably easily).
- Time is needed to debug the visualisation code itself, in a similar way to getting debug output wrong in a print statement, and newly written visualisation code was initially not trusted for accuracy.
- Different robots had different base colours, which is confusing if the test robot is changed.

The results about custom visualisations support the advantage of default visualisations — that the developer does not need to create them — but also support the usefulness of custom visualisations in particular circumstances. This suggests the development of reusable libraries of custom visualisations for robotic data that has more complicated semantics, so that developers can create their own specific visualisations with less effort.

**Code development process:**

- AR visualisation was considered useful as the software was developed, to enable testing at each step of added functionality.

**Performance issues:**

*Data and timing accuracy:*

- The lag in the AR system sometimes made it difficult to see what was happening in fast motions. One participant commented that some spikes in the laser data were not shown in the AR view, probably because of the slower refresh rate of the AR system.
- Another participant commented that it was difficult to distinguish between sensor noise and noise in the AR system. This was specifically related to a rotational jitter that is the result of the fiducial tracking method. This could be improved through a better fiducial extraction method, some sort of position filtering or an alternative tracking technology.

*Occlusion:* In some locations in the robot’s field of operation the arm on the robot would obscure the fiducial on the back of the robot causing the system to loose tracking. Comments indicated that this was not a serious problem.

*Physical layout:* Several participants had some trouble with the AR view being some distance away from the developer workstation meaning they had to leave the development workstation to examine some of the smaller renderings. However the robot itself was unable to be viewed directly at all from the developer workstation. In future studies more care should be taken in the layout of the robot test environment with respect to the developer workstation.

6.6.2 Errors Located With AR System

The AR view allowed one participant to find an error in a bearing calculation, although it was unable to identify the cause of the error, just indicating that it was wrong. Print statements were used to further track down the error.

Another participant used the AR view to locate errors in the expected coordinate systems and calculations of quadrants for locating the target object. AR was also used to identify an issue in calculating the bearing of the target object (the minimum scan angle was not being included in the calculation)

When running the block finder task the participant identified a bug where the robot would incorrectly identify the wall as an object of interest. This was highlighted by the AR visualisation, and the participant commented this was easier to see visually.

Another participant found an AR rendering of the calculated target useful for debugging the follower task. The AR view made it obvious that the tracked target was changing, i.e. that the following code was correct; instead it was the target identification that contained the bug.

The AR display of the located edges for the participant’s block finder showed that the system was not robust to some sensor noise. This was obvious in the AR display but harder to see in text output as many of the fluctuations were transitory and were lost in the correct measurements in text.

6.6.3 Limitations of the Participant Study

No participants used a structured development process nor a traditional debugger such as GDB when debugging their tasks; all chose to use either print statements or the AR visualisations. Additionally no participant chose to use a simulation environment to test their applications before using the real robot. The participants were skilled robotic software engineers, but it seems they were not strongly motivated to use debugging tools and aids.

The fact that participants needed to be reminded to continue to take notes implies that many of their thoughts on their programming and the AR system were probably lost.

A future study could use an ethnographic style approach where an observer takes notes about the activities of a group of programmers working on a medium scale robotics project. This could be augmented with screen and video recording of the environment and interviews with the programmers.

This would allow the use of an AR system to be examined alongside formal programming processes. The longer time period would also account for both the learning curve of the visualisation system and the novelty factor of the AR system. The disadvantage of such a study would be the requirement of significant observer resources and the need for an AR system to be installed in an environment that was undertaking a real robotics project, most likely in a commercial company.

7 DISCUSSION

Although the trials were relatively simple, they represented important subcomponents of larger real robotic applications. While qualitative metrics were not obtained with these trials some important observations were made.
7.1 Benefits of ARDev

7.1.1 Standard visualisations are useful

The standard visualisations for Player minimised development effort expended on creating new visualisations. The custom visualisations used the graphics2d and graphics3d interfaces to render important pieces of meta-data. Using graphics2d further reduced the effort since the same visualisations could be used for testing both in simulation and with the real robot.

The ability for developers to visualise robot data using AR, but without requiring modifications to the client code, is important because it makes the debugging overhead minimal. We feel that often developers avoid using debugging tools because of even small overheads in using the tools.

7.1.2 Data validity and prevention of false conclusions

One evident, important benefit of the AR system was the ability to prevent false conclusions being drawn about the validity of data. Data that is qualitatively correct but containing basic errors, such as being inverted, offset or mirrored, often looks correct during casual inspection. When these data are viewed against a real world backdrop these errors are immediately visible.

These simple errors are common in development and if they are passed over initially they can inflect long debugging episodes as many irrelevant components of the application are checked in detail. During these three trials there were at least three occasions when such errors were found; the swapped minimum and maximum scan angles in trial one, the laser offset in trials two and three, and the base offset for the limb in trial three.

7.1.3 Same visualisations for simulated and real robots and environments

The block finder trial had very few errors when changing from the simulated world to the real one. This was largely because the program was first tested in the simulator, and because the task is suited to simulation. The visualisation created during simulation was important as it highlighted a deficiency in the laser model in Stage.

This advantage also allowed the developer to focus on the real performance issues relating to the task, tuning the speeds of turn and approach, without needing to continually check the basic algorithm performance as this was displayed clearly in the AR view.

7.1.4 Immediate confirmation of hardware performance limitations

Throughout the third trial the visualisation was able to confirm that most of the failures occurring were in fact due to limitations in the underlying capabilities of the arm. The arm would often miss the target pickup point on the block while the visualisation identified that it thought it was at the correct location. The offset between these two locations is due to the low cost nature of the servos on the arm. The conclusion of the third trial was that while the application went through the correct motions of performing the task, due to variation in the arm it was only able to achieve a 5-10% success rate. If increased performance was desired either an improved arm or closed loop control would be needed.

7.1.5 Monitoring role

A potential negative effect on developer performance occurs when developers invest time creating renderings which either do not aid in finding bugs, or when the visualisations are created pre-emptively and no bug is found in the code. The general feeling of the comments from developers was that the visualisations continue to pay off by playing a monitoring role even after the specific feature they were written to debug is functioning. This is often not the case with print statements in code that are generally removed or disabled once the bug they were targeting has been resolved.

7.2 Potential extensions to ARDev

7.2.1 Need for visualisation of abstract data

In all three trials abstract data such as the current state or task progress were rendered to the console using plain text output. The added effort of rendering these data, particularly given the lack of support for text in the AR library, was seen as greater than the benefit of having it embedded in the environment. The rendering of these data may become more useful if the abstract state were more complex or there were more individual elements to be concurrently viewed. If an immersive AR system were used these data would be easier to understand if rendered in the virtual view.

7.2.2 Need for 3D immersion

The need for an immersive 3D view of the data was clear to the developer while performing trial three. Given the true 3D nature of the arm’s movements it was sometimes difficult to tell the exact approach vectors and location of 3D target points in the environment. Also to understand some of the 3D elements it would have been useful to be able to shift the camera perspective.

7.2.3 Independent rendering library

In general the independent participant’s comments fit well with THJC’s. One of the important differences was in the effort required to create renderings. THJC had greater familiarity with the rendering system and so the effort to create the visualisations was not as high as for the other participants. However, several of the participants commented on the amount of code needed to generate the visualisations, although: a) this effort was needed only when explicitly creating a custom rendering, b) the base overhead of using the AR system when not creating custom visualisations was almost zero, and c) any
effort creating visualisations for simulation can be reused at no cost in the AR environment.

Still, the effort for creating custom visualisations could be reduced by providing a rendering library of useful primitive graphical objects.

7.2.4 Noise
Two of the participants commented on noise in the AR system, one with respect to rotational jitter and the other with respect to the differing frame rate of the AR data and the laser data. Comments along these lines show there is obviously some room for improvement in the base performance of the system, however in general the participants found the system sufficient for most of their debugging needs.

Our system simply displays the data as it arrives. Although Player does provide timestamps we were surprised how useful the system was without better synchronisation.

8 Future Work
The performance of the IDS should be measured through additional user trials, in particular it would be valuable to undertake an in depth study of a small number of developers using the system for a large scale robotics project. A comparison of different types of AR display is also needed. Another area for further study is the choice of visualisations. Further comparisons should be undertaken by implementing ARDev in other frameworks.

AR also has potential in many other areas of HRI. An augmented view can improve a user’s understanding of the robot by extending the shared perceptual space of the interaction. AR also provides an out of band data channel for feedback in normal interaction; a robot system could display its interpretation of the components of a task while the task is being explained. As the AR community develops and improves the hardware and software offerings the cost of AR systems will decrease, opening up many more opportunities.

An important area of future research is to quantify how much the AR visualisation aids the developer, including a comparison of configurations, such as the immersive head mounted display versus fixed viewpoint AR. Our experience suggests that the head mounted display has significant draw backs in terms of the effort needed to attach and use the display. In particular the restrictive cabling and low resolution of the available hardware was found to be limiting.

9 Conclusions
Robotics presents a unique set of challenges that change the way that we must approach programming. Debugging in particular must be approached as the task of understanding how the robot is seeing the world and any inconsistencies or deficiencies with this view. AR provides enormous opportunities for enhancing debugging, allowing the developer to see the world as the robot does, intuitively displaying the limitations and discontinuities in the robot’s world view. This paper presents the analysis, conceptual design, reference implementation, and evaluation of an AR enhanced intelligent debugging space that allows the developer to view the robot’s data and meta data in context with the environment the robot is operating in. The analysis gives guidelines for future designers of AR–based debugging systems, and gives a modular framework for the software design that emphasises standard visualisations in order to minimise the overhead for the developer of robotic software.

The designed AR system provides an opportunity to understand the type of errors that are encountered during debugging. Debugging is essentially a process of elimination and by understanding the type of error developers can quickly eliminate large sets of potential bug sources, substantially reducing debugging time. Without our AR system, when a developer makes an incorrect assumption about the source of the bug, then a disproportionate effort is needed before all the potential sources of the bug can be eliminated, and the developer can finally realise that it is their initial assumption about its source that is incorrect.

AR visualisation also provides an important role as a stepping stone between simulation and real world testing. One of the most valuable attributes of simulators, apart from preventing damage to expensive hardware or people, is the ability to see inside the robot, and to see data measured against the ground truth model of the world. AR allows data to be represented in the same way against the ground truth of the real world. This allows the developer to focus on the key issues, such as isolating any bugs that arise due to over simplified simulation models.
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